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 Advancing Real-Time Crime Weapon Detection and High-Risk 
Person Classification in Pre-Crime Scenes: A Comprehensive 
Machine Vision Approach Utilizing SSD Detector 

 By
 
Taiwo. M. Akinmuyisitan, John Cosmas & Yusuff Adeniyi Giwa

 Abstract-

 

The application of state-of-the-art in deep learning detection algorithms, such as You 
Only Look Once (YOLO) and Single Shot MultiBox Detector (SSD), presents a significant 
opportunity for enhancing crime prevention and control strategies. This research focuses on 
leveraging the SSD algorithm to detect common crime weapons on individuals in both pre-crime 
video scenes and real-world crime scenarios. By thoroughly understanding the operational 
principles of the SSD algorithm, we adapted it for the identification of dangerous weapons 
commonly associated with violent crimes. Our detection model, which targets both weapons and 
individuals, establishes a robust foundation for an artificial intelligence (AI) system that accurately 
predicts individuals at high risk. The model first identifies the presence of a person and 
subsequently checks for any of the specified weapons. If a weapon is detected, the system 
further analyzes the individual's movement and speed within the frame of reference. Should the 
individual exceed a predetermined movement threshold, the system flags them as high risk.

 Keywords: single shot multipledetection (SDD), convolutional neural networks (cnn), deep 
learning,   weapon detection. artificial intelligence, computer vision, image classification, machine 
learning, object detection, mean average precision. 
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Abstract-

 

The application of state-of-the-art in deep learning 
detection algorithms, such as You Only Look Once (YOLO) 
and Single Shot MultiBox Detector (SSD), presents a 
significant opportunity for enhancing crime prevention and 
control strategies. This research focuses on leveraging the 
SSD algorithm to detect common crime weapons on 
individuals in both pre-crime video scenes and real-world 
crime scenarios. By thoroughly understanding the operational 
principles of the SSD algorithm, we adapted it

 

for the 
identification of dangerous weapons commonly associated 
with violent crimes. Our detection model, which targets both 
weapons and individuals, establishes a robust foundation for 
an artificial intelligence (AI) system that accurately predicts 
individuals at high risk. The model first identifies the presence 
of a person and subsequently checks for any of the specified 
weapons. If a weapon is detected, the system further analyzes 
the individual's movement and speed within the frame of 
reference. Should the individual exceed a predetermined 
movement threshold, the system flags them as high risk.. For 
this study, the SSD model utilized a VGG16 backbone and 
was trained on a dataset comprising 3,317 images, featuring 
four distinct weapon categories: handgun, shotgun, rifle, and 
knife. The dataset was collected from UCF , via Kaggle and 
complimented with additional weapons from Google download 
all, all the sources are  secondary, open sources and loyalty-
free.  We achieved a mean average precision of 84.19% 

 
across five classes after training for 59 epochs The findings of 
this research demonstrate the effectiveness of the SSD 
algorithm in crime prevention and control, contributing to the 
ongoing discourse surrounding the application of detection 
algorithms for crime prediction. This work aims to provide 
technological innovations that can assist local law 
enforcement agencies in their operational duties. Additionally, 
the insights gained from this study may enhance the detection 
of abnormal behavior within the broader field of artificial 
intelligence.

 

  

 
Keywords:

 

single shot multipledetection (SDD), 
convolutional neural networks

 

(cnn), deep learning,  
weapon detection. artificial intelligence, computer vision, 
image classification, machine learning, object detection, 
mean average precision. 

 I.

 

Introduction

 he alarming rise in crime rates globally, particularly 
in developing nations, poses significant challenges 
to public safety, peaceful assembly, and social 

stability. These issues undermine the fundamental right 
to protection of life and the maintenance of order. 
However, advancements in technology, especially in 
emerging fields such as artificial intelligence, offer 
innovative solutions to address security gaps and 
bolster support for local law enforcement agencies [1]. 
The evolving nature of criminal activities has 
necessitated the development of sophisticated 
techniques to assist police in their duty to safeguard 
citizens and uphold social stability [2].  

In recent years, the application of machine 
learning and computer vision for identifying crime 
hotspots, analyzing weapons of mass violence, and 
examining crime scenes has gained traction within 
academic circles, technology-driven nations, and 
various industries [3]. Among these techniques, the 
integration of computer vision and artificial intelligence 
for crime prediction has emerged as a promising 
approach. Single Shot Detection (SSD) has become one 
of the most effective model architectures for object 
detection, offering high accuracy and speed while 
adapting precision for real-time applications [4].  

Single Shot Detection (SSD) is an object 
detection algorithm similar to You Only Look Once 
(YOLO), both of which utilize convolutional neural 
networks (CNN) in their architecture. It may be true to 
state that SSD is an advanced form of convolutional 
neural network (CNN) [5]. SSD facilitates efficient 
processing of images and videos (3D/4D tensors), 
making it particularly suitable for analyzing crime scenes 
and weapons, as well as beig useful in manipulating the 
predicting of potential crime hotspots, including those 
that have yet to occur. Crime prediction is a sensitive 
endeavor that demands a high level of accuracy in 
representing observed situations; in many real-world 
scenarios, time is of the essence, and precise detection 
and representation are crucial [6].  

  This paper explores the adoption of single-
shot detection (SSD) algorithms for crime prediction by 
leveraging extensive datasets of real-world crime 
footage, weapons, and reported incidents. The aim is to 
train an artificial intelligence (AI) model capable of 
predicting criminal activities through the analysis of 
visual data patterns. SSD has the potential to identify 
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potential criminal activities and alert law enforcement 
agencies, facilitating proactive measures. Its speed and 
accuracy make SSD particularly promising for real-time 
applications in this context  

The study demonstrates the efficiency and 
effectiveness of single-shot detection (SSD) in various 
security-related domains, including license plate 
recognition, traffic monitoring, crime scene analysis, and 
real-time anomaly detection. However, its application 
specifically in crime hotspots and crime prediction, as 
well as its potential for identifying individuals at high 
public risk, remains largely unexplored, presenting 
significant opportunities for innovation and 
improvement. This paper aims to investigate the use of 
SSD for crime prediction, with a focus on its 
implementation and performance. Additionally, the 
research develops a Python scripts to leverage SSD as 
an advanced detection algorithm for classifying 
individuals deemed to be at significantly high risk.  

The rest of the paper is organized as follows: 
Section II provides related work in crime prediction and 
object detection technologies. Section III describes the 
methodology used in this study, including data 
collection, preprocessing, and the SSD model 
architecture. Section IV presents the experimental 
results, analysis, and discussions of our findings. 
Finally, Section V presents our conclusion and 
recommendation including the research limitations and 
future work.  

II. Related Work 

SSD remains an emerging research area for the 
prediction and detection of crime. This emerging 
research area is looking to build on the capacity of the 
single-shot multi-box algorithm, its performance, its 
success in object detection, and more noticeably its 
capabilities in striking a balance between speed, 
performance, and real-time application [4]. Single shot 
detection(SSD) is one of the most popular deep learning 
object detection frameworks that is known for its 
balance between speed and accuracy, it could be 
considered a fit for real-time applications for crime 
detection and prediction [1].  

Recent research on SSD has been on achieving 
an increased speed while still improving its speed in 
detecting small objects; speed and accuracy are 
important in real-time applications and they are also very 
important parts of surveillance systems. For example, 
SSD’s multi-scale feature maps and its default bounding 
boxes make it easy for it to handle different sizes and 
aspect ratios which are critical in detecting however 
small representation of scenes in criminal situations [9].  

SSDs have shown great promise in crime 
prediction when used directly or indirectly with data 
sources such as close circuit TV (CCTV) and other 
sensory instruments for the identification of crime 

hotspots, analysis of crime scenes, and prediction of 
crimes and criminal activities[10]. In a research carried 
out by [11], the author used SSD together with machine 
learning algorithms to analyze the patterns captured in 
surveillance footage and predict suspicious behaviors 
and people that present possible threats; this research 
demonstrates great promise in adopting object 
detection algorithms for crime prediction, especially in 
an urban environment where many events are 
happening simultaneously, synchronously and in real-
time.  

Moreover, SSD's architecture has been adapted 
to address the specific challenges of crime prediction, 
such as the need for high accuracy in detecting small 
objects (e.g., weapons) and the ability to process video 
streams in real time [4]. These adaptations include the 
use of advanced feature extraction techniques and the 
integration of SSD with other neural network models to 
improve its robustness and accuracy in challenging 
environments [12].  

III. Materials and Methods 

This section outlines the methodologies used to 
achieve the results detailed in Section IV. The 
approaches are centered on the Single Shot MultiBox 
Detector (SSD) framework, which leverages a single 
deep neural network to predict bounding boxes and 
classify objects in images. Due to the specific nature of 
the study, our model was trained from near-scratch 
using a custom dataset designed to reflect real-world 
crime scenarios. This section further describes the 
hardware configurations, processes, and techniques 
involved in constructing custom object detectors 
specifically aimed at crime prediction.  

a) Performance Metrics  
Generally, measuring the performance of the 

object detector used mean average precision (mAP). 
The mean Average Precision (mAP) is a broadly used 
performance measures for evaluating the accuracy of 
object detection models in computer vision models. It 
combines three important aspects: precision, recall and 
F1, providing a comprehensive measure of a model's 
ability to locate and classify objects within an image. To 
compute mAP, precision-recall curves constructed for 
each class of objects in our dataset. These curves plot 
precision against recall at different confidence score 
thresholds. The area under the curves then averaged 
across all object classes, resulting in the mean average 
precision. The mean Average Precision is a valuable 
metric for assessing the accuracy of object detection 
models. It offers a balanced evaluation by considering 
precision and recall, making it particularly suitable for 
object detection and classification problems.  

The mean average precision calculated with 
equation (1).  

mAP = 𝑁 1 ∑𝑁𝑖=1 𝐴𝑃i                                            (1) 

Advancing Real-Time Crime Weapon Detection and High-Risk Person Classification in Pre-Crime Scenes: A
Comprehensive Machine Vision Approach Utilizing SSD Detector
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• N is the total number of object classes of the 
dataset  

• APi is the average precision for each class i.  

i. Precision  

Precision measures the proportion of correctly 
identified positive detections out of all the detections 
made by the model. It assesses the model's accuracy in 
predicting true positives while minimizing false positives.

                                                   (2)
 

 

 

 

ii.

 

Recall 

 

It calculates the proportion of true positives 
detected by the model out of all the ground truth objects 
present in the image. It measures the model's ability to 
find all relevant objects, minimizing false negatives. 

 

 

                                                   (3)

 

 

Here, 
 

FN= False Negative. These are instances 
where the object is positive

 
(criminal), but the model 

wrongly predicted (failed to identify the criminal). 
 

iii.
 

System F1 Value 
 

The F1 score is the harmonic mean of precision 
and recall and provides a balance between the two 
metrics. 

 
 
It is calculated as: 

 

[ F1 Score = 2 \times \frac {Precision \times Recall}
 

{Precision + Recall}]
 

{2(precision*Recall)}/precision+Recall) eqn (4)
 

For simplicity,                                  

 

•

 

Precision focuses on the accuracy of positive 
predictions. 

 

•

 

Recall focuses on the proportion of actual positives 
that correctly identified. 

 

•

 

F1 score provides a balance between precision and 
recall, especially when there is an uneven class 
distribution.

 

b)

 

Data Collection and Processing 

 

i.

 

Data Acquisition  
Implementing an SSD-based crime prediction 

model necessitates a substantial and carefully curated 
dataset. For the training of this system, a secondary 
video dataset was used, simulating a live-action. 

 

trained and tested on its ability to generalize across 
diverse threatening situations. The dataset was 
enhanced by sourcing images and videos of weapons 
from online platforms and integrating real-world crime 
data from the UCF-Crime dataset, which includes video 
clips labeled with tags such as "assault" and "robbery" 
[14]  

  

 

 

Shotgun Sample

 

 

Fig. 2:

 

UCF-Dataset [14] 

ii.

 

Data Annotation  
Accurate data labeling

 

is crucial for training 
deep learning models with SSD. In this study, manual 
annotation was performed using labelImg

 

which ensures 
precise bounding box placement and class labels. At 
every labeling instance i.e an object

 

(Image), a 
corresponding XML file is automatically created which 
contains the object metadata  as  follows; 

 

•

 

Class Name 

 

•

 

Bounding box Coordinates (xmin, ymin, xmax, 
ymax) 

 

•

 

Object Dimensions (width, height) The design  
covered five classes of interest: 

 

•

 

Person  
•

 

Handgun  
•

 

Shotgun 

 

•

 

Knife 

 

•

 

Rifle  
This structured data enabled SSD to detect and 

classify these objects during training [15].   

 

While YOLOv4 has its annotation in a .txt file, 

 

Pascal annotation  standard format is in .xml, Fig 3.0 

 

Advancing Real-Time Crime Weapon Detection and High-Risk Person Classification in Pre-Crime Scenes: A
Comprehensive Machine Vision Approach Utilizing SSD Detector

G
lo
ba

l 
Jo

ur
na

l 
of
 C

om
pu

te
r 
Sc

ie
nc

e 
an

d 
T
ec

hn
ol
og

y 
( 
D
 )
 X

X
V
 I
ss
ue

 I
 V

er
si
on

 I
 

 Y
ea

r 
20

25

3

© 2025 Global Journals

Precision =  
𝑇𝑃

𝑇𝑃+𝐹𝑃

Recall = 
𝑇𝑃

𝑇𝑃+𝐹𝑁

  

TP= True Positive, which are the instances that are true 
objects and are positive by the model. 

FP = False Positive, which are instances that are not 
true objects of a class but positive for the model 

Fig. 1:

These scenarios were crafted to replicate real-
world criminal behavior, enabling the model to be 



  

Fig. 3:  SDD Sample Dataset Image .XML Annotation 
file Format 

In preparing a dataset for training, a folder 
named “SSD Custom” created then inside this folder, 
three folders created namely.  
1. Annotations  
2. Imageset  
3. JPEGImages  

c) System Framework  
SSD, known for its efficiency in real-time object 

detection, processes entire images in a single forward 
pass through the network. This framework predicts 
multiple bounding boxes and associated class scores 
for each object, using feature maps extracted at 
different scales. The advantage of SSD lies in its speed 
and ability to detect objects of various sizes 

simultaneously, making it ideal for applications where 
rapid response is essential, such as crime prediction 
[16].  

The system architecture shown in Figure 4.0  
utilizes SSD with vgg16 as the backbone network. The 
input data-drone-captured videos-are fed into the SSD, 
where the frames are divided into grids. Each grid cell 
then predicts bounding boxes and class scores, 
enabling the detection of objects relevant to criminal 
activities.  

 

SSD System Architecture [16] 

d) Model Setup  
We used SSD with vgg16 as the backbone. The 

Vgg16 was selected as the backbone model because of 
the depth of its architecture; Vgg16 has a depth of 16 
convolutional layers which makes it easily learn complex 
and hierarchical features of our training dataset [19]. 
Additionally, vgg16 has done incredibly well in several 
image recognition tasks, it has achieved a very high 
accuracy over image classification tasks [17].  

In this paper, we used mutlibox loss which has 
in its regression and classification loss. The regression 
loss measures the accuracy of the bounding box while 
classification predicts the performance of the model 
over the classes.  

Training Configuration:  

• Batch Size: There is a need to balance memory 
constraints and model convergence, therefore a 
small batch size of 10 was used . 

• Epochs: The model is set for 100 epochs, with 
validation performed every epoch to monitor 
performance and avoid overfitting.  

• Checkpointing: Models are saved at regular 
intervals, enabling the recovery of the best-
performing model.  

• Optimization: The model used stochastic gradient 
descent (SGD) which helps speed model 
convergence.   

e) Evaluation  
The primary evaluation metric is mean average 

precision which measures the model accuracy over all 
classes [18]. mAP is computed at different Intersections 

Advancing Real-Time Crime Weapon Detection and High-Risk Person Classification in Pre-Crime Scenes: A
Comprehensive Machine Vision Approach Utilizing SSD Detector
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Fig. 4:



over Union (IoU) thresholds to provide a comprehensive 
assessment of the model's detection capabilities.  

IV. Results and Discussion 

The entirety of the research was jointly 
conducted on p2.xlarge AWS GPU and core i5 HP 
pavilion 16GB RAM with a 4GB Nvidia VRAM. The 
p2.xlarge instance was connected to a local machine. 
The research was implemented with a single shot multi-
box detection, the VGG16 was selected as the 
backbone for this research due to its performance and 
accuracy on image classification tasks where object 
localizations are of utmost importance. The dataset was 
a mix of data from a UCF dataset of known criminals, 
and open-source data of images of guns, knives, and 
persons. The dataset was a mix of data from a UCF 
dataset of known criminals, and open-source data of 
images of guns, knives, and persons. The object 
dimension(Width, Height), coordinates and class they 
belong to were determined during the annotation of the 
dataset. The total dataset was 3317 and was divided 
into train, test, and evaluation in the 80:10:10 ratio. The 
dataset was loaded into the training in batches of 10 to 
ensure adequate memory usage and was trained over 
62 epochs. The model performance (mean average 
precision, mAP) is shown in Fig. 5.0  while Fig 5.1 shows 
the training loss.   

 

Mean Average Precision (mAP) 

 

 Training Loss 

The model was trained and initially set at 100 
epochs. However, at about 62 epochs, the model began 
to overfit, an indication that the model isn’t learning 
anything again.  As such, it was ended. The best model 
performance therefore achieved at 59 epochs with a 
mean average precision of 0.84%. The inference was 
conducted on the data shown in Fig. 5(a) and the result 
of this is shown in Fig. 5(b).   

 

Fig. 5(a): Sample Inference data 

 

Fig. 5(b):  Inference result 

Advancing Real-Time Crime Weapon Detection and High-Risk Person Classification in Pre-Crime Scenes: A
Comprehensive Machine Vision Approach Utilizing SSD Detector

G
lo
ba

l 
Jo

ur
na

l 
of
 C

om
pu

te
r 
Sc

ie
nc

e 
an

d 
T
ec

hn
ol
og

y 
( 
D
 )
 X

X
V
 I
ss
ue

 I
 V

er
si
on

 I
 

 Y
ea

r 
20

25

5

© 2025 Global Journals

Fig. 5:

Fig. 5.1:



Table 1.0: SDD Class by Class Performance 

Class AP 
Person 86.89 

Shotgun 84.85 
Handgun 91.58 

Knife 77.35 
Rifle 80.28 

 
For our result, a confidence threshold of 0.25 

was set, this threshold means an object to be detected, 
must first cross a 25% detection threshold for example 
for a class “Shotgun” to be said to be in a scene, the 
model must have seen the class crossed 25% initial 
detection threshold. This is to ensure that less 
confidence predictions are filtered out which therefore 
ensures a reliable detection mechanism.   

In Fig 5.0, the model achieved a mean average 
precision of 84.19%. The high average precision (AP) for 
weapons mostly associated with violent crimes is of 
great significance to this research. To detect a person of 
high risk, it was important to have a model that would be 
able to pick features from scenes that may suggest 
whether or not a person detected is a person of high 
risk. The high precision results recorded in this phase 
(detection) were very instrumental in building a model 
that detects persons of high risk.  

The High-Risk Detection System functions by 
identifying and flagging individuals who display 
potentially dangerous behavior or possess hazardous 
objects, utilizing a combination of speed analysis and 
object detection techniques. The process begins with 
the detection and tracking of "Person" instances within a 
video stream, where bounding boxes are drawn around 
each identified individual. The system uses Deep-SORT 
multiple object tracking algorithm. It calculates the 
speed of movement for each detected person by 
comparing their positions across consecutive frames. If 
an individual's speed exceeds a predefined threshold 
(set at 0.35 in the design Python script), they are flagged 
as "High Risk." Furthermore, the system also assesses 
the presence of specific high-risk objects, such as 
firearms (e.g., rifles, shotguns, handguns) and knives, 
associated with the detected "Person" in the precrime 
video footage. 

 

Fig. 6(a): CCTV Crime Footage 

 

Fig. 6(b): High Risk Prediction 

The SSD (Single Shot MultiBox Detector) results 
demonstrate the efficacy of this approach. With an 
average precision (AP) of 86.89% for detecting "Person" 
instances, the model reliably identifies individuals, which 
is crucial for accurately determining whether someone 
should be flagged as high risk based on their behavior 
or the objects they carry. The model also shows strong 
performance in detecting specific weapons, with APs of 
84.85% for "Shotgun" and 91.58% for "Handgun," which 
enhances the system's ability to identify individuals 
carrying these dangerous items. Fig. 6(a) and 6(b) show 
respectively the sample footage used for inference and 
the result. The footage is a real-life robbing scene 
captured by CCTV.  

This model achieved high average precision 
(AP) scores for objects like "Handgun" (91.58%) and 
"Shotgun" (84.85%), However, other studies suggested 
that models like YOLOv4, which were fine-tuned for 
specific tasks and utilized additional enhancements, 
outperform our SSD in precision metrics, particularly for 
smaller objects [19]  

V. Conclusion 

This research focused on the application of the 
Single Shot Multi-Box Detection (SSD) algorithm for the 
prediction and prevention of violent crimes. It utilized a 
local HP Pavilion gaming machine with specific 
hardware specifications, alongside a p2.xlarge GPU 
instance on AWS, and a dataset comprising 3,317 
instances from various sources, including the UCF 
Crime Open Dataset. We successfully developed a 
system capable of identifying individuals at high risk 
based on the presence of weapons and the speed at 
which these individuals are moving, indicating potential 
abnormal behavior.  
  To achieve the results presented in this paper, 
the datasets were meticulously annotated and divided 
into three distinct subsets: training, validation, and 
testing. The model was initially set to run for 100 epochs 
but was terminated at 62 epochs to prevent overfitting. 
Peak performance was achieved at 59 epochs, with a 
mean average precision of 84.19%.  
  

Advancing Real-Time Crime Weapon Detection and High-Risk Person Classification in Pre-Crime Scenes: A
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In this study, we successfully employed the 
SSD algorithm to create a system for predicting high-risk 
individuals. This high-risk model relied heavily on the 
SSD model's performance in detecting weapons 
associated with violent crime. Upon optimization, our 
detection model demonstrated competitive results 
compared to the Yolov4 detection outcomes reported by 
[20], using the same dataset and classes.  

The significance of our findings extends beyond 
the immediate results. Our model's ability to predict 
highrisk scenarios is particularly valuable in real-world 
surveillance applications, providing a robust tool for 
enhancing security measures. By successfully 
integrating advanced deep learning techniques, our 
study contributes to the literature on anomaly detection, 
especially concerning crime-related behaviors captured 
in surveillance videos.  

However, our study is not without limitations. 
The dataset, while diverse, may still not cover all 
possible real-world scenarios, affecting the model's 
generalizability. Additionally, computational constraints 
limited the scale of our experiments. Future research 
could focus on expanding the dataset, improving 
annotation techniques, and exploring more powerful 
computational resources to further enhance model 
performance.  
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Abstract- Multiple Sclerosis (MS) is a progressive neurodegenerative disease affecting the 
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Abstract- Multiple Sclerosis (MS) is a progressive 
neurodegenerative disease affecting the Central Nervous 
System (CNS), leading to demyelination and neurological 
impairment. Early diagnosis and continuous monitoring of 
disease progression are crucial for effective treatment. 
Magnetic Resonance Imaging (MRI) remains the primary tool 
for detecting MS lesions; however, traditional segmentation 
methods rely heavily on visual analysis and struggle to detect 
early-stage lesions. This study reviews the application of 
Convolutional Neural Networks (CNNs) for automated lesion 
segmentation in MS. Through an integrative literature review of 
articles published between 2022 and 2024 from databases 
such as PubMed, BVS, Nature, Arxiv, and Google Scholar, 
following PRISMA guidelines, we assessed the effectiveness of 

Net demonstrated superior accuracy and sensitivity in 
segmenting lesions in FLAIR MRI images, outperforming 
traditional methods. Models like DeepLabV3+ and ResNet 
also proved effective in differentiating between active and 
inactive lesions, aiding in distinguishing acute from chronic 
lesions. Automated segmentation reduced analysis time, 
minimized false positives, and enhanced reproducibility, 
mitigating human variability in clinical evaluations. While these 
advancements offer faster, more accurate diagnoses and 
better monitoring of disease progression, challenges remain. 
Chief among them are the need for large-scale labeled 
datasets and standardization of MRI acquisition protocols. 
Despite these obstacles, the integration of AI-driven 
segmentation into clinical practice holds significant promise 
for improving MS diagnosis, treatment planning, and long-term 
patient management. 

 

 
 

 
 

 
  
 

 
 

   
 

 

 

healthcare, MRI segmentation, neural networks, disease 
progression.  

i. Introduction 

eurodegenerative diseases are progressive 
disorders that affect the Central Nervous System 
(CNS), leading to the gradual loss of neurons[1]. 

Their development involves multiple risk factors, 
including protein dysfunctions, genetic alterations, 
oxidative stress, and exposure to toxic substances[2,3]. 
Landmark studies have demonstrated that oxidative 
stress exacerbates neuronal death in Alzheimer's and 
Parkinson's diseases[4], while genetic mutations such as 
SNCA in Parkinson's and APP in Alzheimer's directly 
contribute to pathological protein aggregation[5,6]. 
Additionally, environmental toxins like pesticides have 
been implicated in increasing the risk of 
neurodegeneration[7]. 

Diseases such as Parkinson’s, Alzheimer’s, 
Huntington’s, amyotrophic lateral sclerosis, and 
frontotemporal dementias are considered neuropathies 
and neurodegenerative disorders[3]. Although they have 
distinct clinical manifestations, they share common 
pathological mechanisms, particularly the accumulation 
of misfolded proteins and chronic neuroinflammation. 
Misfolded proteins, such as amyloid-beta in Alzheimer’s 
and alpha-synuclein in Parkinson’s, aggregate into toxic 
structures that disrupt cellular homeostasis and lead to 
neuronal loss[8]. These aggregates impair essential 
cellular functions by sequestering normal proteins and 
damaging mitochondria. Furthermore, chronic activation 
of innate immune cells, such as microglia and 
astrocytes, sustains an inflammatory environment, 
contributing to progressive neurodegeneration[9]. 
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Multiple Sclerosis (MS) represents a unique 
intersection between neurodegeneration and auto-
immunity. While traditionally categorized separately, MS 
shares features with other neurodegenerative diseases, 
including chronic neuroinflammation, oxidative stress, 
and axonal damage. MS is a chronic, progressive 
inflammatory disease that affects the CNS[10],

Characterized by demyelination, where degeneration of 
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 MS is an autoimmune disease where activated 
T cells cross the blood-brain barrier, triggering 
inflammatory responses that result in demyelination and 
neuronal injury. The precise mechanisms underlying 
disease onset remain unclear, but it is widely accepted 
that MS results from the interplay between genetic 
susceptibility and environmental triggers[13]. Genetic 
variants in the HLA-DRB1 locus have been strongly 
associated with increased MS risk[14], while 
environmental factors such as Epstein-Barr virus 
infection and vitamin D deficiency are believed to 
influence disease activation[15]. Oligodendrocyte death, 
driven by immune-mediated damage and oxidative 
stress, impairs myelin repair and exacerbates 
neurodegeneration[16].

 MS typically follows one of several clinical 
courses: Relapsing-Remitting Multiple Sclerosis 
(RRMS), Primary Progressive Multiple Sclerosis (PPMS), 
Secondary Progressive Multiple Sclerosis (SPMS), and 
Progressive-Relapsing Multiple Sclerosis (PRMS). Early-
stage symptoms often overlap with

 
other neurological 

conditions, complicating diagnosis. Initial manifestations 
may include transient sensory disturbances, optic 
neuritis, or mild motor weakness, which can easily be 
misattributed to less serious illnesses[17]. As the disease 
progresses, more disabling symptoms such as ataxia, 
dysarthria, paresis, diplopia, and tremors emerge, 
leading to cumulative neurological disability[18].

 Although there is no cure for MS, advances in 
immunosuppressive and immunomodulatory therapies 
have significantly improved disease management. 
Treatments such as interferon-beta, glatiramer acetate, 
and monoclonal antibodies aim to modulate the immune 
response, reduce the frequency of relapses, and slow 
the progression of disability[19,20]. Corticosteroids are 
used during acute exacerbations to dampen 
inflammation[21].

 In Brazil, MS has a prevalence of approximately 
15 cases per 100,000 inhabitants, with a higher 
incidence among white women. Symptoms commonly 
begin around the age of 30, but delays in diagnosis 
mean many

 
individuals are not formally diagnosed until 

their mid-40s[22]. As research continues to elucidate the 
immunopathological mechanisms underlying MS, new 
therapeutic avenues emerge, offering hope for improved 
outcomes and quality of life for patients[23]. 

ii.
 

Theoretical
 
Framework

 
Medical image segmentation plays a crucial 

role in the diagnosis and monitoring of various 

 

 

 With the advancement of Artificial Intelligence 
(AI) and deep neural networks, these barriers are 
progressively being overcome. Recent studies have 
enhanced MRI's predictive capability through AI, with a 
particular focus on machine learning. New automated 
methods for lesion monitoring in MRI scans are being 
developed, offering greater precision and efficiency in 
diagnosing MS. According to Yousef et al.¹⁷

 
(2024), 

deep learning techniques, particularly Convolutional 
Neural Networks (CNNs), have demonstrated superior 
performance in segmenting brain

 
structures and lesions 

compared to conventional methods. CNNs are 
particularly effective because they can automatically 
learn hierarchical features from raw image data, 
capturing complex spatial patterns and subtle 
differences that are difficult for traditional algorithms to 
detect. 

Lesion segmentation in MS is particularly 
challenging due to the heterogeneity of lesions, 
variations in tissue contrast, and differences in image 
acquisition protocols. Research such as that by 
SadeghiBakh et al.¹⁸

 
(2022) indicates that CNN-based 

models can recognize complex patterns in MRI images, 
improving accuracy in identification and reducing 
reliance on manual intervention. Furthermore, the use of 
AI for segmentation enhances reproducibility and 
sensitivity in lesion detection. Studies like those by 
Salem et al.¹⁹

 
(2022) suggest that automated 

segmentation methods can be integrated into clinical 
workflows to assist professionals in decision-making, 
contributing to faster and more accurate diagnoses. 
Thus, the application of deep neural networks in lesion 
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the myelin sheath, the protective covering of nerve 
fibers, disrupts the conduction of electrical impulses. 
Although some lesions may initially repair without 
permanent loss of function, sustained inflammation 
leads to scarring and irreversible damage[11,12].

neurological diseases, including Multiple Sclerosis (MS). 

Traditional approaches, relying on visual observation by 
specialists, although widely used, have significant 
limitations, such as the time required for identification 
and the difficulty in detecting small lesions, which are 
typical in the early stages of the disease. While 
traditional methods have proven effective in certain 
contexts, the limitations of manual interpretation, 
particularly in identifying small or subtle lesions, have 
necessitated the exploration of AI-based alternatives.

MRI remains the gold standard in diagnosing 
MS due to its ability to provide high-resolution images of 
brain structures and lesions. MRI uses different 
sequences to highlight contrasts between brain tissues, 
with the most common being FLAIR, T1, T2, and PD. In 
T1-weighted images, white matter appears lighter than 
gray matter, while cerebrospinal fluid (CSF) appears 
dark. In T2-weighted images, white matter is darker and 
CSF appears bright. The FLAIR sequence, like T2, 
suppresses the CSF signal, making it easier to visualize 
lesions typical of Multiple Sclerosis. These lesions 
appear hypointense in T1 and hyperintense in T2, PD, 
and FLAIR sequences, with FLAIR providing the greatest 
contrast with surrounding tissues.37

segmentation for MRI represents a significant 
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iii.

 
Methodology

 
This study is an integrative literature review with 

a qualitative and exploratory approach, focused on 
studies addressing Multiple Sclerosis (MS), particularly 
the application of neural networks for lesion 
segmentation in Magnetic Resonance Imaging (MRI) 
aimed at improving early diagnosis.The central research 
question guiding the review was: "How can artificial 
intelligence, specifically neural networks, improve lesion 
segmentation in Magnetic Resonance Imaging (MRI) for 
the early diagnosis of Multiple Sclerosis?"

 Steps were defined to ensure methodological 
rigor, including the formulation of the research question, 
comprehensive database searches, selection, reading, 
thematic analysis of the selected studies, and the use of 
the PRISMA checklist (Preferred Reporting Items for 
Systematic Reviews and Meta-Analyses) to structure the 
review process. The articles were analyzed using 
thematic analysis, allowing for the identification of 
recurring themes related to AI applications in MS lesion 
segmentation.

 The PRISMA checklist
 
guided the establishment 

of inclusion and exclusion criteria, the systematic 
selection of studies, and the transparent reporting of 
findings, enhancing the reproducibility and reliability of 
the review process.The literature search included 
studies published in Portuguese, English, and Spanish, 
accessed remotely through databases such as PubMed 
(National Library of Medicine), Virtual Health Library 
(BVS), Nature, Google Scholar, and Arxiv.

 
Search 

Strategy and Keywords:
 Specific keywords and Boolean operators were 

used to ensure the comprehensiveness of the search. 
For instance. 
1.

 
The search in the PUBMED database was 
conducted using relevant terms to ensure the 
retrieval of pertinent studies. The search terms were 
combined using Boolean operators as follows:

 
((((("Hyperintense lesion"[Title/Abstract]) OR ("Hyperin-
tensity"[Title/Abstract]) OR ("Hypointense lesion"

 
[Title/

 Abstract]) OR ("Hypointensity"[Title/Abstract])) AND 
(Artificial Intelligence[Title/Abstract] OR AI[Title/

 Abstract])) AND (Multiple Sclerosis[Title/Abstract])) AND 
(Black Holes[Title/Abstract])) AND (Magnetic Resona- 
nce Imaging[Title/Abstract] OR MRI[Title/Abstract] OR 
MR[Title/Abstract])) AND (Neural Network[Title/Abstract] 
OR Tiramisu Network[Title/Abstract]) AND (Segmen- 
tation[Title/Abstract]).

 
2. Second Search: The search conducted in the Virtual 

Health Library (BVS) applied the keywords: “multiple 

 
 

 
 

 
 

 
 

 Limitations and Ethical Considerations
 Despite the methodological rigor, limitations 

such as potential publication bias and heterogeneity in 
MRI acquisition protocols across studies were 
acknowledged. Ethical considerations were strictly 
followed, with only publicly available data used and no 
involvement of patient data or experimental 
interventions. Studies were excluded if they lacked 
summaries, were inaccessible, or did not focus 
specifically on the use of artificial intelligence in Multiple 
Sclerosis. Included works comprised articles, research 
papers, theses, dissertations, final projects, and book 
chapters, published from 2022 onward, to ensure the 
relevance and currency of the findings.

 
iv.

 
Results

 

 
The search in the PUBMED database resulted in 

472 articles, and BVS yielded 31 articles. The third 
search conducted in Nature resulted in 3 works, the 
terms used in ARXIV produced 11 results, and Google 
Scholar returned 27 articles. The Search across 
databases resulted in 472 articles, of which 9 were 
eliminated due to duplication. Of the 463 works, 19 
predated the established publication deadline, and after 
reading the abstracts, 419 articles were eliminated. 
Therefore, 25 studies were potentially eligible for this 
review, which, after full-text reading, were used to 
prepare this report.
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advancement in neurology, enabling better assessment 
of MS progression and offering personalized therapeutic 
strategies for patients.

sclerosis,” “magnetic resonance imaging,” “artificial 
intelligence,” or “AI.”

3. Third Search: In the Nature database, the terms 
“magnetic resonance imaging,” “artificial 
intelligence,” “multiple sclerosis,” and “black holes” 
were used.

4. Fourth Search: The terms used in the Arxiv 
database were the same as in BVS: “multiple 
sclerosis,” “magnetic resonance imaging,” and 
“artificial intelligence.”

Reproducibility and Explainability
The methodology was carefully structured to 

ensure the reproducibility of the research. All search 
criteria, selection procedures, and thematic analysis 
methods were transparently documented. The 
qualitative analysis focused on identifying thematic 
patterns, segmentation methods, and AI advancements, 
ensuring objectivity and reliability in the interpretation of 
the studies.
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5. Fifth Search: In Google Scholar, the following 
keywords were used: “artificial intelligence,” 
“multiple sclerosis,” “black holes,” “magnetic 
resonance imaging,” “Neural Network,” “Hypoin-
tense lesion,” “Hypointensity,” “Hyperintensity,” and 
“Hyperintense lesion.”
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Table1: Representing the Articles used and Subitems were Depicted
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Figure 1: Use of AI in Publications Described as Model and Variation of Segmentation Methodologies 
(OHLC)

v. Discussion

Rigorous lesion segmentation in MRI images is 
essential for obtaining an accurate diagnosis and 
monitoring of Multiple Sclerosis (MS). Traditional 
segmentation approaches based on manual or semi-
automatic techniques have significant drawbacks, such 
as dependence on expert domain knowledge and inter- 
and intra-observer variability. In clinical practice, 
traditional methods are often time-consuming, require 
specialized expertise, and struggle to detect subtle 
lesions, particularly in the early stages of MS, potentially 
delaying diagnosis and treatment. To overcome these 
limitations, AI-based approaches, particularly deep 
neural networks, have gained increasing attention for 
automating and improving lesion segmentation.

Figure 1 illustrates the number of publications 
that have used different AI models in the lesion 
segmentation process in MS, from image acquisition to 
result analysis and validation. The pipeline begins with 
image acquisition, followed by preprocessing, based on 
different MRI sequences (T1, T2, and FLAIR), essential
for identifying lesions. Preprocessing steps, such as 
skull stripping to remove non-brain tissues, normalization 
of image intensity to reduce noise, and artifact removal, 
are critical for enhancing input data quality and improving 
segmentation accuracy. Feature extraction then focuses 
on highlighting areas of interest using contrast 
enhancement techniques and improving lesion 
detection. 

© 2025 Global Journals



For segmentation, classic methods such as 
thresholding and probabilistic models are employed, 
alongside modern methods like deep neural networks, 
including CNN, U-Net, and Attention U-Net. Post-
processing is applied to refine results by reducing false 
positives and applying smoothing techniques, improving 
model precision. The final phase includes analysis and 
validation, comparing automated segmentation with 
manual segmentation by specialists using metrics such 
as Dice Score and sensitivity. 

Recent investigations have demonstrated that 
deep learning-based models can outperform 
conventional techniques, offering higher accuracy and 
efficiency in identifying lesions, as described by Du et 
al.²⁰ (2023). Deep neural networks (DNNs), particularly 
Convolutional Neural Networks (CNNs), are particularly 
effective for medical image segmentation because they 
can automatically learn hierarchical patterns from raw 
MRI data, capturing complex spatial features that are 
difficult for traditional algorithms to detect. CNN-based 
models such as U-Net²¹ and nnU-Net²² have shown 
excellent performance in segmenting hyperintense and 
hypointense lesions in brain white matter. 

Furthermore, optimization algorithms such as 
the Capuchin Search Algorithm (CapSA) and fuzzy c-
means (FCM), when combined with CNNs, have 
enhanced lesion detection capabilities in MS. Despite 
these advancements, challenges persist, particularly the 
need for large, well-labeled datasets to train deep 
learning models effectively²¹. Dataset heterogeneity and 
variation in MRI acquisition protocols between 
institutions can impact model performance, raising 
concerns about generalizability²²,²⁵. 

Various strategies have been proposed to 
improve model accuracy and robustness, including 
attention mechanisms, residual learning, and hybrid 
architectures. Networks like U-Net, VGG-UNet²⁶, 
ResNet¹⁸, and EfficientNet²⁷ have demonstrated 
significant improvements in lesion segmentation by 
optimizing feature detection and minimizing error rates. 
Improving sensitivity - the ability to correctly identify true 
positives - remains a major focus, with models like U-
Net²⁰,²¹,²⁵,²⁸,²⁹, DeepLabV3+²⁷, and attention-based 
networks being widely adopted to enhance this 
parameter. 

AI-based models have shown effectiveness 
particularly in segmenting hyperintense lesions on FLAIR 
images¹⁸,²¹,²⁴,²⁵,²⁷,³⁰, enabling better longitudinal 
assessment of MS progression. For example, the 
VicoroCascade model¹⁹ demonstrated high sensitivity 
and reduced false positives, supporting its use for 
disease monitoring. Combining information from 
multiple sequences, such as T2 and FLAIR, has further 
improved lesion detection, especially in early and subtle 
cases. 

Uncertainty modeling techniques, like Grad-
CAM++ and SmoothGrad³⁰, have been employed to 
quantify prediction confidence, improving interpretability 
and reducing the risk of misclassification. Additionally, 
hybrid networks combining CNNs with spatial and 
channel attention modules¹⁸,²⁴,³¹,³² have increased 
sensitivity without compromising specificity. 

Comparative studies show that some deep 
learning models now approach the performance of 
experienced radiologists, achieving segmentation 
results with less inter-observer variability²⁰,²⁵,³³. Other 
innovations include techniques for differentiating active 
from inactive lesions without the need for contrast 
agents like gadolinium, reducing patient risk. For 
example, DeepLabV3+ combined with EfficientNetB0 
can distinguish lesion types in FLAIR images with high 
accuracy²⁷. 
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Five recent CNN architectures were compared 
in this study (Table 2), highlighting different strengths 
depending on the clinical objective: diagnosis, 
prognosis, or disease monitoring. Models like 
DeepLabV3+ SE EfficientNetB0 used Squeeze and 
Excitation (SE) and Atrous Spatial Pyramid Block (ASPP) 
techniques for enhanced segmentation, while nnU-Net 
demonstrated adaptability across heterogeneous 
clinical data. Vicorob, with its cascaded FCNN pipeline, 
stood out in detecting new lesions over time by 
minimizing false positives.

 
Figure 2 shows the prevalence of model use, 

with U-Net being the most reported in the literature (15 
studies), followed by growing interest in more 

automated, adaptable frameworks like nnU-Net. These 
trends indicate the shift toward scalable, flexible 
solutions in MS lesion segmentation.
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Table 2: Table about the Main Models Discussed
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The development of these advanced 
segmentation methods is essential to support early MS 
diagnosis and progression monitoring. However, as 
noted by Sadeghibakhi et al.¹⁸

 

(2022) and Schlaeger et 
al.³³ (2023), rigorous clinical validation, population 
diversity testing²⁶, and interpretability improvements are 
necessary for safe adoption into clinical workflows³⁴. 
Reducing algorithmic bias, improving model 
explainability, and ensuring compatibility with different 
imaging protocols remain key goals for future research.

 

 

 

vi.

 

Conclusion

 

The application of neural networks in lesion 
segmentation for magnetic resonance imaging (MRI) 
has proven to be a promising approach for the 
diagnosis and monitoring of Multiple Sclerosis (MS). The 
use of artificial intelligence in this context enables faster 
and more accurate image analysis, reduces the 
subjectivity inherent

 

in manual segmentation, and 
assists specialists in identifying and tracking disease 
progression over time.

 

Although advancements in the 
field are notable, important obstacles remain. There is a 
critical need for the standardization of image acquisition 
protocols across centers and the development of 
models that are robust and generalizable to diverse 

 

Furthermore, the interpretation of algorithm-
generated results still requires extensive clinical 
validation to ensure their applicability in real-world 
settings. In addition to clinical validation, AI models must 
undergo rigorous regulatory evaluation and approval, 
such as by agencies like the FDA or through CE marking, 
to guarantee that they meet the necessary standards for

 

widespread clinical implementation.

 

Future research 
should focus on creating more resilient, interpretable, 
and transferable models, trained on diverse datasets, to 
improve the generalizability

 

and robustness of 
segmentation tools across different clinical 
environments.

 

Emphasis on model explainability and 
minimizing bias will also be critical for building trust 
among clinicians and patients.

 

Thus, the integration of artificial intelligence with

 

healthcare professionals' expertise represents a 
promising path for enhancing MS diagnosis and 
treatment. The continuous evolution of these 
technologies holds the potential to improve decision-
making accuracy, optimize healthcare resources, and 
ultimately

 

provide a better quality of life for patients 
affected by MS.

 

 

We thank FAEP/UMC for their support and 
instrumentation of this research, which may contribute to 
improving lives through early diagnosis and better 
disease management.
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Figure 2: Pie Chart Showing the Distribution of the most commonly used Models

Source: Prepared by the Authors Themselves
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patient populations and different MRI equipment. 
Collaborations between research institutions, hospitals, 
and imaging manufacturers could help establish 
standardized imaging protocols, while multi-center 
clinical trials would be crucial to validate AI models 
across heterogeneous populations.

Thus, the combination of MRI with deep neural 
networks represents a transformative advancement for 
diagnosing and monitoring MS. As emphasized by 
Manimegalai et al.²⁸ (2022), continuous development is 
vital to optimize these tools for clinical use, enabling 
faster, safer, and more accurate care for patients with 
MS.
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Intelligent Ticket Assignment System: 
Leveraging Deep Machine Learning for 

Enhanced Customer Support 
Yusuff Adeniyi Giwa α, Taiwo Akinmuyisitan σ, Jacob Sanni ρ , Adebesin Adedayo Ѡ,                                            

Boluwaji Benard Akinmuyisitan ¥ & Nosakhare Ikponmwosa § 

Abstract- In the evolving customer support domain, traditional 
ticketing systems struggle to meet increasing demands for 
speed and accuracy. This study presents an intelligent ticket 
assignment system leveraging BERT, Graph Neural Networks 
(GNN), and Prototypical Networks to enhance classification 
and routing efficiency. The methodology includes 
comprehensive preprocessing of historical ticket data, feature 
extraction using natural language processing (NLP), and 
model evaluation based on accuracy, precision, recall, and 
F1-score. Results indicate that BERT achieves the highest 
accuracy (89.4%), precision (88.7%), recall (90.2%), and F1-
score (89.4%), outperforming GNN (87.6%) and Prototypical 
Networks (86.8%) by notable margins. A comparative analysis 
with Random Forest (85.3%) further demonstrates a 4.1% 
improvement in accuracy. The analysis demonstrates both 
performance strengths and real-life practicality and scalability 
characteristics of the system when managing high traffic 
volumes. Stability and predictive accuracy improved through 
the application of noise filtering alongside SMOTE 
oversampling and weighted loss functions for addressing data 
quality problems and class imbalance and model integration 
complexities. The research demonstrates how machine 
learning changes the way customer service operations work 
while showing AI models can boost service quality and 
operational effectiveness. 
Keywords: e-ticketing AI system, machine learning, 
predictive model, bert algorithm, data preprocessing, 
prototypical networks, graph neural networks, natural 
language processing, feature extraction, ticket 
classification. 

 

  

 
 

 
 

 
  

 

 

I. Introduction 

ustomer support stands as a fundamental 
business tool which boosts client satisfaction 
followed by brand loyalty while securing business 

superiority. Customer question resolution efficiency 
functions as a business success indicator that shapes 
how many customers will stay with the company [1]. 
Businesses need to evolve from solving problems after 
they occur to implementing ahead-of-time customer 
engagement approaches to stay competitive [2]. The 
growing complexity of customer interactions becomes 
worse because customers use a range of 
communication channels from social media to email 
and live chat and mobile applications [3]. The 
contemporary buying public requires assisted service 
that provides integrated personalised support 
throughout all its multiple interaction channels so 
organisations must adopt flexible data-based solutions 
to handle these platforms efficiently. 

Current business operations still use basic 
support systems which base their ticket processing 
exclusively on human intervention. The outdated 
systems create multiple operational problems and 
performance issues which render services below 
contemporary consumer demands [4]. The ability to 
scale remains problematic due to human agents facing 
challenges in handling large numbers of tickets which 
generates delays and dissatisfied customers and 
backlog cases. Service quality issues persist in support 
centres because inconsistent ticket routing and 
prioritisation causes resolution times to vary by 25% for 
similar issues according to research [5]. The present 
constraints demonstrate an immediate requirement for 
intelligent automated solutions in customer service 
operations.  
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Figure 1: Evolution from Manual to AI-Powered Customer Support Systems. Adapted from [4]

Figure 1 demonstrates the fundamental shift in 
support systems from manual to AI-powered solutions 
which addresses these challenges as shown in Figure 1. 
The traditional support approaches do not satisfy 
contemporary customer demands because they depend 
on human staffing and contain error possibilities which 
limit their effectiveness. AI-based systems that use 
automation enhance ticket classification and 
prioritization and assignment speed while improving 
precision to deliver faster responses and better resource 
distribution [6]. Machine learning models trained with 
historical data enable predictive analytics to forecast 
both ticket urgency and complexity levels which 
businesses use to provide more accurate and data-
based services [7]. Modern business practices remain 
hindered by existing scalability problems and 
inconsistent service quality since many organisations 
have not embraced AI-driven solutions. 

This paper addresses these challenges by 
developing an intelligent ticket assignment system 
leveraging machine learning. The study aims to: 

• Automate the categorisation and assignment of 
customer support tickets using machine learning 
techniques. 

• Utilise historical data to predict the urgency and 
complexity of incoming tickets. 

• Improve ticket assignment accuracy and response 
times compared to traditional, manual systems. 

By implementing this intelligent AI-driven 
approach, businesses can overcome the limitations of 
manual ticketing systems, enhancing both scalability 
and service efficiency. This study highlights how AI-
enabled solutions can transform customer service 

operations, allowing organisations to effectively meet the 
increasing demands of modern consumers. 

II. Related Work 

The development of customer care systems 
started with manual engagement before adding semi-
automated solutions and finally implementing AI-based 
intelligent systems. Modern customer expectations 
regarding rapid precise service delivery create an 
increasing market need for scalable flexible accurate 
ticket-handling systems. Most organisations currently 
experience difficulty with traditional methods that 
depend on human agents to classify and assign support 
tickets when they expand their customer engagement 
through social media platforms and email and live chat 
channels. These operational systems succeed in limited 
situations but struggle to scale adequately nor operate 
with the desired speed and precision which creates 
service delays and incorrect ticket routing while 
generating service quality flaws [8]. The legacy systems 
restrict true-time capability and analytical analysis which 
reduces customer trend detection along with proactive 
customer involvement [9]. 

Recognising these limitations, early machine 
learning models such as Support Vector Machines 
(SVMs) and Logistic Regression were introduced to 
automate ticket classification. Such models required 
extensive feature engineering while achieving good 
results in structured environments without sufficient 
ability to handle complex context-rich questions [10]. 
Ensemble methods like Random Forest addressed non-
linear relationships more effectively and improved 
classification accuracy; however, they remained 
insufficient for processing nuanced natural language 
interactions, particularly in cases involving sarcasm, 
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industry-specific terminology, or ambiguous phrasing 
[11]. The introduction of deep learning and graph-based 
approaches marked a significant shift in customer 
service automation by enabling models to extract 
context, identify relationships between tickets, and 
classify inquiries with greater precision [7]. 

BERT, a transformer-based model, advanced 
ticket classification by leveraging bidirectional contextual 
learning, allowing for improved semantic understanding. 
Advanced linguistic patterns within ticket classifications 
achieved better processing accuracy with this 
technology specifically in cases involving informal 
language and technical terminology [12]. However, 
despite its effectiveness, BERT remains computationally 
demanding, limiting its practicality for real-time 
deployment in high-volume service environments [13]. 
Graph Neural Networks (GNNs) introduced another 
layer of refinement by modelling customer inquiries as 
interconnected nodes, improving routing accuracy by 
identifying relationships between similar tickets. Real-
time scalability of these models faces limitations 
because they need extensive hyperparameter tuning 
while requiring large resource usage [14][15]. 

Few-shot learning methods, such as 
Prototypical Networks and MAML, have emerged as an 
alternative solution for handling rare or novel ticket 
types. These methods leverage limited examples to 
adapt quickly to new customer inquiries [18][19]. These 
models are instrumental in dynamic service 
environments where new issues frequently arise, 
requiring rapid adjustments without extensive retraining. 
However, their reliance on specialised architecture and 
high computational costs has restricted widespread 
adoption, particularly in enterprise applications with 
resource constraints [23]. 

Despite these advancements, modern AI-driven 
models continue to present challenges. BERT, while 
highly effective in capturing linguistic nuances, struggles 
to generalise across domains with unfamiliar 
terminology, requiring extensive domain adaptation 
techniques to maintain performance [22]. GNNs, 
despite their ability to identify ticket relationships, 
demand significant processing power, making real-time 
implementation difficult [15]. Few-shot learning models 
offer adaptability but require computationally intensive 
architectures that limit their feasibility for large-scale 
deployment [23]. Bias and fairness also persist across 
these models, as imbalanced datasets can lead to 
disproportionate classification outcomes, potentially 
resulting in service inconsistencies [23]. 

Traditional systems' limitations have been well-
documented in industry case studies, highlighting the 
pressing need for AI adoption. Large-scale e-commerce 
platforms have reported significant misrouting rates, 
leading to prolonged response times exceeding 24 
hours and customer dissatisfaction [1]. Similarly, 
telecommuni-cations providers handling a number of 

daily inquiries have experienced severe service 
disruptions due to the inability of rule-based ticketing 
systems to scale effectively [28]. A UK financial 
institution, National Savings & Investments (NS&I), saw 
a 37% surge in complaints, reaching 33,655 in a year, as 
outdated technology and poor service led to long wait 
times and online access issues, diminishing customer 
trust [30]. On the other hand, companies like Amazon 
that are adopting BERT-based ticketing solutions have 
seen classification accuracy improve by 18%, reducing 
resolution times by 35% [29]. These findings underscore 
the need for AI-driven customer support frameworks that 
integrate scalable, efficient, and adaptive machine 
learning techniques. 

While deep learning and graph-based models 
have revolutionised customer service automation, 
ongoing research must focus on mitigating 
computational constraints, improving domain 
generalisation, and addressing ethical concerns in AI-
driven ticketing systems. Optimisation strategies such 
as model quantisation, hybrid AI architectures, and 
fairness-aware algorithms offer promising pathways for 
enhancing the scalability and real-time efficiency of 
machine learning applications in customer support [6]. 
The transition towards fully automated, intelligent 
support systems is an ongoing process, requiring 
continued refinement to ensure that AI-driven solutions 
meet the evolving demands of modern businesses and 
consumers. 

III. Problem Statement and Motivation 

Studies from 2011 indicated that 75% of 
customers did not like how long it took contact centres 
to respond [31]. When processing happens manually 
the response times get delayed and customers become 
dissatisfied along with their satisfaction measures 
decreasing. Ticket misclassification leads to incorrect 
routing that makes operational challenges and delay 
times steadily increase [32]. The correct routing of 
tickets requires longer procedural time when they travel 
through several departments before reaching their 
destination which results in service quality deterioration 
and higher operational costs. The lack of predictive 
analytics capabilities in these systems prevents 
businesses from forecasting upcoming customer 
difficulties at the same time as preventing peak load 
increases [24]. Organizations implement advanced 
machine learning (ML) models BERT and GNNs to 
address the limitations they face in their ticket 
processing systems. BERT processes information from 
both forward and backward text directions which 
provides contextual understanding of language topics to 
overcome traditional keyword classification limitations 
[12]. BERT uses its deep learning capabilities to detect 
word-to-word connections which results in fewer 
incorrect assignments when ticket categories are 
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determined [13]. Through its deep bidirectional learning 
ability BERT recognises the difference between product 
defect reports and usage inquiries that use similar 

wordings so it helps speed up ticket routing and 
resolution time. 
 

 

Figure 2: Manual Ticket Routing Process Vs. AI-Driven Automation Workflow. Adapted from [26] 

BERT enhances semantic understanding but 
GNNs bring a network-based routing system for tickets 
particularly when multiple tickets show mutual 
connections. GNN technology applies mathematical 
graph algorithms to tickets so it can enhance both ticket 
grouping and routing operations and reduce ticket 
processing time. Operational classification organised by 
context enables organisations to handle interrelated 
problems which reduces customer contact duplications 
and optimises agent allocation throughout service 
departments. The combination of BERT with GNNs 
allows real-time decision automation and enhances 
scalability which modernises support systems to 
develop adaptive proactive services tools. 

GNNs work together with BERT by analysing 
supportive ticket network relationships to provide better 
routing capabilities and categorization functionalities. 
The attributes of issue type and customer history serve 
as the basis for GNN models to establish edges 
between tickets while treating each ticket as a node in a 
graph format [14].  The system achieves group 
management abilities for connected tickets through this 
format allowing it to select appropriate tasks for 
specialised teams to reach faster resolution times. AI 
solutions like those presented in SentiSum's automatic 
versus manual routing test showcase how GNNs 
together with BERT achieve enhanced efficiency through 
minimised human involvement and rapid processing of 
numerous tickets [25]. The analysis systems train their 
comprehension by learning data constantly while 
simultaneously enhancing their predictive accuracy and 
minimising operational expenditures through lower 
technical support team staffing needs [14]. Customer 

satisfaction grows substantially together with proactive 
customer concern trend detection from machine 
learning insights through the combination of BERT 
contextual analysis with GNN relational modelling which 
prevents ticket misdirection and resolves all support 
requests [23]. BERT and GNNs establish their position 
as essential tools for achieving scalable high-precision 
data-based customer service operations that provide 
immediate customised support. 

IV. Proposed Solution 

The proposed system uses BERT alongside 
GNNs and Meta-learning capabilities to improve 
traditional customer support systems by resolving their 
current inefficiencies. BERT delivers better classification 
results through its context understanding capabilities 
which reduces the wrong decisions made by keyword-
based methods. GNN operates to enhance routing 
performance by discovering ticket linkages which allows 
similar requests to automatically find the appropriate 
routing path for speedy resolutions. Meta-learning 
systems maintain their adaptability to process new and 
infrequent ticket types after small training sessions and 
this feature brings adaptive capabilities to changing 
service environments. The complete support system 
operates through an integrated pipeline that enables 
data preprocessing of unstructured inputs for BERT 
ticket classification then GNN processing of decisions 
and continuous adaptation delivered by Meta-learning 
mechanisms. 

The system needs two key features to handle 
growing demands and perform instant processing 
requirements. The system achieves maximum 
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performance by using asynchronous processing and 
GPU acceleration and distributed computing methods 
to maintain speed for rising customer demand volumes. 
Many enterprise needs are addressed through this 
system which reduces workload requirements and 
accelerates service delivery and strengthens customer 
confidence in the process. This system represents a 
modern and effective automatic customer support 
solution through the integration of BERT linguistic skills 
and GNN relational analytics and Meta-learning adaptive 
features. 

V. Methodology 

a) Data Collection 
This intelligent support ticket assignment 

system uses primary dataset information obtained from 
Kaggle to solve financial support requests. The chosen 
dataset attained selection because it provides 
substantial size along with varied subject matter which 
directly relates to financial support operations. The 
dataset contains various financial inquiries about billing 
disputes and technical banking platform faults and loan 
processing delays and account protection measures 
which serve as an optimal foundation for testing 
machine learning-driven classification and routing 
systems. This dataset encompasses different real-world 
data obstacles which include unbalanced class 
distributions along with diverse ticket wording and 
contains noisy information to supply a dependable 
setting for performance assessment and model 
adaptation testing. 

The dataset contains several key fields that play 
critical roles in model training and ticket classification. 
• Ticket Description: The text field carries extensive 

customer complaints that NLP functions primarily on 
for processing. Before BERT-based classification 
begins the text input needs preprocessing steps 
which include tokenisation and stop-word removal 
and lemmatisation to normalise the text input. 

• Customer Issue Type: A categorical variable (e.g., 
technical, billing, service-related) that aids in 

prioritising and directing tickets to the appropriate 
departments. Model training requires this variable to 
be converted into one-hot encoding for usage 
purposes. 

• Resolution Status: A binary variable indicating 
whether a ticket is closed or still open, used to track 
the efficiency of the support process. This feature 
helps in supervised learning models by acting as a 
label in training predictive models for resolution 
likelihood. 

• Time to Resolution: A numerical field representing 
the time taken to resolve each ticket, crucial for 
performance evaluation and predictive modelling of 
response times. Normalising processes these data 
points first to eliminate abnormal results before 
standardising time values across various ticket 
types. 

Extensive preprocessing and cleaning steps 
were applied to ensure data quality and enhance model 
accuracy. The data preparation process included 
handling missing values through imputation and 
removing system text along with duplicate entries to 
maintain data quality. Exceptional character removal 
and text normalisation techniques were implemented to 
refine textual data, ensuring better input consistency for 
NLP models. These preprocessing steps were critical in 
enhancing classification accuracy, enabling BERT, 
GNNs, and Meta-learning techniques to operate 
efficiently on structured and well-prepared data. 

b) Source of Data 
The datasets were sourced using Kaggle, a 

popular platform for seeking public datasets on any 
machine learning task. The data presented includes 
real-world ticket information, making it the best data to 
train models to respond to actual customer service 
queries. With such a diversity of data types, text, 
categorical, and numerical, this dataset is well suited for 
a multi-face machine learning approach. This also 
combines natural language processing with 
classification and time prediction. 

Table 1: Dataset Overview 

Field  Description  
Ticket description  Textual description of customer issues  

Customer issue Type  Categorical classification of issue type (e.g., billing, technical)  

Resolution Status  Binary indicator of whether the issue was resolved or not  
Time to Resolution  The numerical value indicates the time taken to resolve the issue.  

 
Table 1 summarises the key fields in the 

dataset. These fields are the basis of training in machine 
learning models such as BERT and GNN. Rich, well-
structured data is required to produce accurate 
classifications and predictions from these models. 

c) Data Preprocessing 
An essential part of these steps is data 

preparation because it cleans raw ticket data and 
prepares it for models such as BERT, GNN, or 
Prototypical Networks. In this section, the researcher 

Intelligent Ticket Assignment System: Leveraging Deep Machine Learning for Enhanced Customer Support

G
lo
ba

l 
Jo

ur
na

l 
of
 C

om
pu

te
r 
Sc

ie
nc

e 
an

d 
T
ec

hn
ol
og

y 
( 
D
 )
 X

X
V
 I
ss
ue

 I
 V

er
si
on

 I
 

 Y
ea

r 
20

25

25

© 2025 Global Journals



discusses how they cleaned and transformed the textual 
data for extraction of features, graph-based analysis, 
and few-shot learning, which can be conducted on 
novel or uncommon ticket types. Prototypical Networks 
classify tickets based on a few samples whenever new 
ticket types appear. GNN captures the relationship 
between comparable tickets, and BERT extracts 
contextual characteristics from the ticket descriptions. 

d) Text Preprocessing 
The following procedures below are ideal for the 

preparation of textual data from the support tickets for 
activities involving natural language processing (NLP): 
• Lowercasing: All text is converted to lowercase to 

ensure uniformity, reducing the complexity 
introduced by case sensitivity. 

• Tokenisation: The text is tokenised, breaking down 
the ticket scriptions into individual words or tokens. 
This allows the model to process the text at a word 
level.  

• Stop-word Removal: Common words that do not 
carry significant meaning (e.g., ”and,” ”the”) are 
removed from the text. This helps focus the analysis 
on the more essential terms. 

• Lemmatisation: Words are lemmatised, meaning 
they are reduced to their base or root form (e.g., 
”running” becomes ”run”). This step reduces 
linguistic variability and improves model 
performance by treating similar words as the same 
entity. 

e) Feature Extraction using TF-IDF 
Once the text has been preprocessed, feature 

extraction is performed using the Term Frequency-
Inverse Document Frequency (TF-IDF) method. TF-IDF 
transforms the text data into numerical features by 
weighing the importance of words based on their 
frequency in the document and across the dataset.  
The TF-IDF formula is defined as follows: 
Where: 

• TF(t, d) is the frequencyof the termt in document d. 
• N is the total number of documents in the dataset. 
• |{d ∈ D : t ∈ d}| is the number of documents 

containing the termt. 
• Figure 3 illustrates the TF-IDF feature extraction 

process. 

 

 

Figure 3: TF-IDF Feature Extraction Process: The Preprocessed Text is Converted into Numerical Features using TF-
IDF Vectorisation

f) Graph Representation for GNN 
For Graph Neural Networks (GNN) application, 

the ticket data is again transformed into graph 
representation. One ticket is represented by the 
following: 

• Nodes: Cosine similarity or other similarity 
measurements establish the similarity among 
tickets, and this is the basis upon which Edges 
between nodes. 

• The graph structure enables the GNN to reason 
about the connections between tickets and learn 
patterns that can be used to better route and 
classify tickets. 
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Figure 4: Graph Representation for GNN: Tickets are Represented as Nodes, and Edges are Created based on 
Ticket Similarity

g) Feature Engineering 
Feature engineering is one of the crucial 

processes in converting raw text data into a numerical 
format that can be used for any machine learning 
model. To this end, two feature engineering techniques 
are applied to this intelligent support ticket assignment 
system: the graph representation using Graph Neural 
Networks (GNNs) and the text representation using 
BERT and TF-IDF. 

h) Text Representation for BERT and TF-IDF 
In order to successfully convert preprocessed 

text input into numerical features, the 'Term Frequency-
Inverse Document Frequency' (TF-IDF) approach is 
adopted. This makes it possible for machines to focus 
on important words when performing classification 
tasks. The weighting system in this method provides 
higher importance to words that are important in a piece 
of text and rare across the whole dataset [27]. A 
particular document's weight value stands as the last 
element in each entry from the TF-IDF transformation 
matrix. The numerical representation generated by TF-
IDF helps Random Forest and SVM models to execute 
ticket classification and prioritisation tasks. 

The ticket descriptions benefit from deep 
contextual features extraction using Bidirectional 
Encoder Representations from Transformers (BERT). 
BERT generates one vector feature for each token which 
results from splitting the preprocessed ticket 
descriptions into their smallest linguistic units. This 
feature vector contains everything in each ticket record 
since it combines sequential word content from before 
and after the textual data. BERT works as a bidirectional 
system which enables it to interpret complex linguistic 
patterns. Translators (BERT) show exceptional ability in 
processing complicated and unclear ticket contents. 

Algorithm for Preprocessing 

Algorithm 1: Text Preprocessing Algorithm for BERT Input 
The following are steps for preparing raw ticket 
descriptions for BERT feature extraction using the 
preprocessing algorithm. 

Algorithm 1: Text Preprocessing for BERT Input 

Input: Raw ticket descriptions 
Output: Preprocessed text and TF-IDF vectors 

1. Result: At this point, the preprocessed text and 
feature vectors are fed into BERT for feature 
extraction. 

2. Convert Text to Lowercase: The next step is to 
tokenise the text into words. Stop words such as 
”and”, ”the”, etc. are also removed, after which 
Lemmatization is performed to reduce words to their 
base forms. Lastly, TF-IDF vectorisation is applied 
to convert the text into numerical features. 

Algorithm 2: Graph Preprocessing Algorithm for GNN 
Input 

This algorithm outlines the basic steps for 
converting ticket descriptions into a graph 
representation for use with a Graph Neural Network 
(GNN). 

Algorithm 2 Graph Preprocessing for GNN Input 
Input: Preprocessed ticket descriptions 

Output: Graph with nodes and edges based on similarity 
3. Result: The result here is that the graph is used for 

GNN analysis as well as the capturing of relational 
data that is usually between tickets. 

4. Begin 
5. Next, a node is created for each ticket to calculate 

the similarity between tickets using cosine similarity. 
The nodes are then connected with edges if their 
similarity exceeds a threshold. Normalise the graph 
structure if necessary 

i) Model Selection and Training 
In this section, we will describe the process of 

selection and training of each of the models used in the 
intelligent support ticket assignment system.  BERT is 
used for text understanding [12], GNN is used for 
relational learning [14], and Prototypical Networks is 
used for handling new ticket types [18].  
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i. BERT for Text Understanding 
BERT accepted a large corpus for training 

before we applied it to fine-tune our ticket description 
dataset [12]. The fine-tuning process allows BERT to 
acquire domain knowledge about ticket description 
content that strengthens its ability to handle linguistic 
context within text. The attention mechanism in BERT 
functions as the main driver behind data contextual 
relationship extraction that enables correct ticket 
classification according to description semantics. 
BERT’s Self-Attention Mechanism is computed as: 
 

Attention (Q, K, V) = softmax (𝑄𝑄𝐾𝐾
𝑇𝑇

�𝑑𝑑𝑘𝑘
)𝑉𝑉  (1) 

 Where: 
 

 
Q is the query matrix,

 
 K is the key matrix,  
 V is the value matrix,  
 dk  is the dimensionality of the key matrix.  

This mechanism helps BERT focus on relevant 
parts of the input when predicting the ticket’s category. 

ii. Graph Neural Networks (GNN) for Relational 
Learning 

Graph Convolutional Networks (GCNs) analyse 
ticket connections through evaluation of their relational 
patterns [14]. The system builds the analysis through 
nodes which represent tickets and show relation points 
between the nodes to indicate similarity measurements. 
The ticket classification together with routing gets better 
because GNNs analyse relational data that helps 
identify closely related tickets in terms of their 
descriptions and categories. 

 

iii. Few-shot Learning with Prototypical Networks 
Prototypical Networks are employed for handling 

new or rare ticket types that the model has not seen 
before [18]. Few-shot learning is instrumental in 
dynamic environments where new types of customer 
issues emerge frequently. Prototypical Networks work by 
computing a prototype (mean embedding) for each 
class and assigning tickets based on the distance to 
these prototypes. 

iv. Random Forest for Baseline Comparisons 
In addition to the deep learning models, we use a 

Random Forest model as a baseline for comparison 
[11]. Random Forest is an ensemble learning method 
that constructs multiple decision trees during training 
and outputs the mode of the classes for classification 
tasks. 
The equation for Random Forest is: 

Where: 
T is the number of trees, 
ht(x) is the prediction from the t-th tree. 

v. Algorithm for Model Training 
Algorithm 3 Model Training Algorithm for BERT, GNN, 
and Random Forest  
Input: Preprocessed ticket descriptions, preprocessed 
graph data 
Output: Trained models (BERT, GNN, Random Forest) 
BERT Training: 

1. Initialize BERT with pre-trained weights [12]. 
2. Fine-tune the ticket dataset with tokenised and 

preprocessed text. 
3. Use a classification head for categorising tickets. 

GNN Training: 
1. Construct the graph from ticket data [14]. 
2. Initialize the Graph Convolutional Network (GCN). 
3. Train the GCN by propagating features across 

nodes and edges. 

Few-shot Learning with Prototypical Networks: 
1. Initialize the Prototypical Network [18]. 
2. Compute prototypes for each ticket type using the 

training set. 
3. Classify new tickets based on distance to the 

nearest prototype. 
Random Forest Training: 

1. Train Random Forest on the preprocessed ticket 
data using TF-IDF features [11]. 

2. Validate performance using cross-validation. Each 
model is evaluated using standard classification 
metrics such as accuracy, precision, recall, and F1-
score, with detailed comparisons provided in the 
subsequent evaluation section. 

j) Evaluation Metrics 
To evaluate the performance of the models in 

classifying and routing support tickets, we employ the 
following evaluation metrics:  

Accuracy 
Accuracy measures the proportion of correctly 

classified tickets out of the total tickets. It is defined as: 

Where:  
TP (True Positive): Correctly classified positive instances 
(e.g., correctly routed tickets). 
TN (True Negative): Correctly classified negative 
instances (e.g., tickets correctly identified as not 
belonging to a particular class). 
FP (False Positive): These are Incorrectly classified 
positive instances (e.g., tickets wrongly routed to a 
particular class). 
FN (False Negative): These are Incorrectly classified 
negative instances (e.g., tickets not routed to the correct 
class). 
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The graph structure enables GCN to establish 
node representations by having features move between 
network edges. The approach makes relational data 
accessible to the model so the decision-making process 
can be optimised. 



 

Precision 
Precision measures the proportion of correctly 

classified positive tickets out of all tickets classified as 
positive. It is defined as: 

Precision = 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹

 

This metric is critical in ensuring that all relevant 
tickets are correctly identified and routed, even if some 
are difficult to classify  

Recall 
Also known as sensitivity, recall measures the 

proportion of correctly classified positive tickets out of all 
actual positive tickets. It is defined as: 

Accuracy = 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹

 

This metric is critical in ensuring that all relevant 
tickets are correctly identified and routed, even if some 
are difficult to classify. 

F1-Score 
The F1-Score is the harmonic mean of Precision 

and Recall. It also provides a single metric that balances 
both. It is beneficial when the data is imbalanced. This 
means that one class has far more instances than 
another: 

F1-Score = 2 x       

The most important metrics for each model 
(BERT, GNN, Prototypical Networks) are first calculated 

to achieve a complete evaluation. Then, the training and 
testing dataset is split with a standard 70/30 split. The 
models will then be tested on the unseen test set to see 
if they will do well on new data. 

Precision × Recall 
                   Precision + Recall 

Confusion Matrix 
Using a confusion matrix, we summarise the 

performance of the classification model. It also gives a 
clue to the true positives, false positives, true negatives 
and false negatives. Most importantly, it is helpful in 
understanding the breakdown of errors. 

The confusion matrix for our ticket classification 
task can be represented as: 

Evaluation Strategy 

VI. Results 

This section compares the performance of the 
models used for ticket classification and routing. These 
include BERT, GNN, and Prototypical Networks (Meta-
learning). The models are evaluated using key metrics 
such as Accuracy, Precision, Recall, and F1-Score. 
The following visualisations illustrate the results: 

• A bar chart showing the overall performance 
comparison across the evaluation metrics. 

• Confusion matrices for BERT, GNN, and 
Prototypical Networks to illustrate the distribution of 
predicted vs. actual classifications. 

The results demonstrate the strengths of each 
model. BERT excels in text understanding due to its 
bidirectional context-aware representation of ticket 
descriptions. GNN effectively captures structural 
relationships between tickets, enhancing relational 
learning. Lastly, Prototypical Networks show strong 
generalisation capabilities, particularly when handling 
new or rare ticket types by using few-shot learning 
techniques. 

a) Performance Comparison 
The results of the model evaluation are shown 

in Table 3. Each model’s performance is compared 
based on ticket classification accuracy, precision in 
identifying the correct ticket categories, recall for 
capturing all relevant tickets, and the F1-Score, which 
balances precision and recall. 

 
 

 

Table 3: Model Performance Comparison for Accuracy, Precision, Recall, and F1-Score 

Model Accuracy Precision Recall F1-Score 
BERT 89.4% 88.7% 90.2% 89.4% 
GNN 87.6% 85.9% 88.5% 87.2% 

Prototypical Networks 86.8% 86.1% 87.5% 86.8% 
Random Forest 85.3% 84.5% 86.1% 85.3% 

 
Table 2 shows that BERT achieved the highest 

performance across all metrics, with an F1-Score of 
89.4%. GNN closely followed it, while Random Forest 
performed slightly lower.  

b) Performance Comparison Bar Chart 
Figure 8 visually represents the comparison of 

Accuracy, Precision, Recall, and F1-Score for each 

model. This bar chart provides a clearer view of the 
differences in performance between the three models. 
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Figure 5: Performance Comparison Bar Chart for BERT, GNN, Prototypical Networks, and Random Forest 

As illustrated in Figure 5, BERT outperforms 
both GNN and Prototypical Networks in most 
categories, particularly in terms of recall and F1-Score, 
making it the most effective model for this task. While 
GNN and Prototypical Networks show competitive 
performance, especially in precision, BERT’s ability to 
capture context leads to more accurate ticket 
classification and routing overall. 

c) Confusion Matrices 
To further analyse the performance of the 

models (BERT, GNN, Proto-typical Networks, and 
Random Forest), we generated confusion matrices for 
each. These matrices show how well each model 
classified tickets and where errors occurred, particularly 
in terms of false positives and false negatives.  
 

 

Figure 6: Confusion Matrices for BERT, GNN, Prototypical Networks, and Random Forest 

Figure 6 shows the confusion matrices for all 
four models. All models classified most tickets correctly, 
with a few instances of misclassification between similar 
categories. BERT exhibits the most accurate 
classifications, while GNN and Prototypical Networks 
perform slightly less, particularly in cases involving 
complex ticket relationships. Random Forest as the 
baseline model produces more misclassification 
mistakes than BERT and GNN models thus verifying the 
value of applying advanced models for this task. 

 

The results clearly demonstrate that advanced 
machine learning models, including BERT, GNN, and 

Prototypical Networks, outperform conventional models 
like Random Forest in ticket classification and routing 
tasks. BERT’s bidirectional attention mechanism allows 
it to capture word context in both forward and backward 
directions, making it significantly more effective in 
handling complex and ambiguous financial support 
tickets. Unlike Random Forest, which relies on 
predefined features and struggles with contextual 
variations, BERT excels in understanding nuanced 
queries, multiple-intent tickets, and domain-specific 
jargon. Empirical results support this: BERT achieves an 
accuracy of 89.4% and an F1-score of 89.4%, compared 
to Random Forest’s 85.3% accuracy and 85.3% F1-
score, highlighting its superior ability to classify tickets 
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Discussion VII.



with higher precision and recall (as seen in Table 3). The 
word frequency approach of Random Forest leads to 
incorrect ticket categorization when customers submit a 
single query containing different complaint types. The 
BERT model achieves correct identification of both 
intents alongside proper routing of the ticket. 

The text-based classification capabilities of 
BERT are enhanced by GNN's ability to perform graph-
based relational analysis for identifying structural 
connections between tickets sharing similar issues. The 
system maximises its performance effectiveness when 
gathering support cases because it groups connected 
tickets which exhibit historical patterns or recurring 
problems for smoother and improved processing 
outcomes. The routing accuracy of GNN exceeds BERT 
because it models the interdependencies between 
customer complaints to reach a 87.6% accuracy mark. 
Additionally, Prototypical Networks excel in few-shot 
learning scenarios, allowing the system to classify novel 
or rare ticket types with limited labelled data. By 
efficiently adapting to new financial service issues with 
minimal examples, Prototypical Networks improve 
classification for previously unseen ticket categories, 
supporting a more dynamic and scalable customer 
support system. The combined use of BERT for 
language understanding, GNN for ticket relationship 
modelling, and Prototypical Networks for rare-case 
adaptation ensure a comprehensive, accurate, and 
scalable support ticket classification framework. 

a) Limitations 
These sophisticated models offer substantial 

improvements in ticket classification and routing; 
however, they come with notable challenges. The main 
issue involves model overfitting because BERT and 
GNN demand extensive precise training data to function 
effectively. The lack of diversity in training data or this 
data not representing actual field operations can result 
in memorization instead of effective generalisation from 
these models. To reduce bias the model faced from one 
particular training set cross-validation was used for 
evaluating stable model performance across distinct 
data subsets. BERT utilises dropout layers as 
regularisation techniques to reduce its excessive 
reliance on specific features. One of the techniques 
used during training was early stopping which halted the 
process when validation loss reached a plateau point to 
avoid overfitting the model on training data. The models 
received additional validation through a hold-out test set 
that helped provide performance metrics which mirrored 
actual generalisation. 

The computational requirements persist as a 
major challenge for extensive application in support 
environments. BERT and GNN need intensive 
computing power which creates obstacles for deploying 
them in time-sensitive environments. The 
implementation of model optimization methods called 

parameter pruning and quantisation minimised the 
model size yet maintained accuracy levels. Additionally, 
batch inference and GPU acceleration were leveraged 
to improve processing efficiency for real-time ticket 
classification. The system required distributed 
computing processes to ensure it handled increased 
ticket workload while maintaining consistent 
performance quality. While Prototypical Networks 
improve adaptability for novel ticket types, their 
generalisation across datasets remains limited when 
ticket distributions vary significantly. For genuine 
implementation on a large scale AI-driven ticketing 
systems need essential resolution of computational 
performance together with generalisation limitations. 

b) Real-World Application 
Such models demonstrate the ability to upgrade 

customer support systems by implementing a system 
that automatically classifies and routes problems quickly 
and accurately. When BERT, GNN, and Prototypical 
Networks are combined, organisations that handle 
thousands of support tickets daily can significantly 
speed up response times and increase customer 
satisfaction. The capability of GNN to connect similar-
patterned tickets operates independently without 
additional modelling requirements. The method enables 
systems to recognise recurring problems allowing them 
to handle them with maximum efficiency. BERT can 
process challenging client queries by analysing their 
context for a proper classification.  

  

a) Improvements 
Additional key improvements can enhance the 

existing models to achieve better performance. GPT and 
XLNet transformer models demonstrate better language 
understanding capabilities when used in applications 
that require context analysis of ticket descriptions and 
advanced dependency pattern detection. GPT and 
XLNet perform better than BERT through the ability to 
process long customer queries and determine shifting 
dialogue points so they are well-suited for free-form 
support questions and multi-level issue reports. The 
methods scale efficiently with shifting customer 
expression patterns while providing improved accuracy 
in determining intricate shifting customer queries. Real-
time GPT models require appropriate evaluation 
because their autoregressive design requires greater 
processing requirements. Sentence analysis using the 
permutational XLNet method yields adaptive outputs 
without being accompanied by massive rises in 
processing cost. 

Technical implementation of sentiment analysis 
would enable priority-ticket management to provide 
quick response to urgent or emotionally charged 
complaints from customers. The automated system 
implements a solution to detect emergency cases by 
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viii. Future Work



scrutinizing tones in customer messages to accelerate 
response time. Proper configuration of the system is 
important to detect actual emergency cases from 
routine service complaints. The implementation of a 
contextual-based system in businesses working within 
fields like finance and healthcare would minimise 
misclassification due to insufficient tone analysis for 
urgency detection. The accuracy rates would increase 
after models receive specialised training between 
financial and healthcare domains because this method 
would associate ticket classification keywords with 
industry terminology and customer expectations. The 
training process focuses predictions to create 
meaningful effects across different service contexts 
resulting in higher ticket handling accuracy and 
contented customers 

b) Deployment 
Performance assessments need to be detailed 

enough for implementing scalable infrastructure in 
production environments through practical applications. 
The implementation analysis of model quantification 
methods with the practical inference approach of 
TensorRT guarantees system capability for handling 
large ticket volumes and maintaining smooth 
performance operation. High computational resources 
are necessary for both BERT and GNN models to 
operate effectively. The system becomes more scalable 
through ticket numbers because it can leverage 
deployment in cloud-based platforms such as AWS and 
Google Cloud. Flexibility improves alongside accuracy 
in the model because the system uses real-time fresh 
ticket data due to an implemented feedback loop.s 

c) Ethics 
Prior to applying this concept to manufacturing 

operations it becomes necessary to perform an ethical 
evaluation of infrastructure performance and 
optimization methods. The system needs to show 
complete visibility about how AI operates to make 
choices. Tickets must expose their decision-making 
process for priority selection and their transmission 
routes to personnel and end users. Explainable Artificial 
Intelligence techniques increase system confidence by 
revealing the decisions created by the model. 

 
a) Summary of Findings 

The system presents improved support ticket 
assignment capabilities through the application of BERT 
combined with GNNs and Prototypical Networks for 
better classification and ticket routing performance. The 
advanced techniques demonstrate better performance 
levels than conventional systems such as Random 
Forests and Support Vector Machines (SVMs) and 
Logistic Regression in key performance indicators. 
BERT performed better than Random Forest as it 

achieved 89.4% classification accuracy and 89.4% F1-
score which demonstrates that it is capable of 
processing complex customer inquiries effectively. GNN 
performed better routing accuracy through relationship 
modelling that achieved 87.6% precision. Prototypical 
Networks protocol implementation demonstrated 
excellent adaptability towards few-shot learning by 
achieving a 86.8% accuracy rate when processing 
tickets of unknown types. Through rigorous testing, the 
proposed system has shown its ability to improve the 
classification accuracy while improving the response 
time efficiency as well as lowering misrouted ticket 
cases when compared to traditional machine learning 
approaches. 

With its bi-directional approach, BERT is more 
capable of capturing complex patterns in language that 
allows it to deconfuse confusing customer requests and 
understand specialized technical terminology thus 
solving an inherent weakness existing in generic text 
classifiers. Humans highly benefit from context-based 
analysis for the accurate identification of technical 
issues and generic service requests. GNN makes the 
routing of tickets easier by analyzing the relational 
structure of data that makes it easy to find pattern 
relationships and establish a relationship between 
similar types of tickets. With its capability in forming 
hierarchies as well as contextual patterns amid 
customer complaints, GNN makes routing activities 
easier in directing tickets to appropriate support staff 
effectively. This action results in limited support delays. 
Prototypical Networks approach to Few-shot Learning 
enables systems to achieve effective ticket classification 
of unknown and few-shot examples while being flexible 
for contemporary customer service organizations. 

b) Impact on Industry 
The IT sector gains competitive advantage in 

customer service through this innovation because it 
reduces the cost of operation while it speeds up the 
response time with more than ticket processing 
advantages. Banking vertical businesses see 
tremendous value through AI-driven ticket classification 
tools for their need to process high-priority sensitive 
issues like fraud and account access requests. The new 
systems developed demonstrate very good potential for 
generalisation to other diverse customer service tasks 
particularly when automated solutions are discovered to 
be essential. The capacity to provide precise support 
request categorisation and prioritisation is a central 
element in delivering best customer satisfaction 
outcomes and strengthening customer loyalty. 

 

Appendix 

Appendix A. Implementation Code 
# Implementation of the BERT model 
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ix. Conclusion

Acknowledgments



from transformers import BertTokenizer, Bert For 
SequenceClassification import torch 

# Load pre-trained model 
model=BertForSequenceClassification.from_pretrained(
’bert-base-uncased’) 

# Tokenize input 
tokenizer=BertTokenizer.from_pretrained(’bert-base-
uncased’) inputs = tokenizer ("ticket description", 
return_ tensors="pt") 

# Get predictions  
with torch.no_grad(): outputs = model(**inputs) 
Appendix B. Ethical Considerations 

Using customer service with AI models must 
overcome biases in data that may introduce them. Train 
models with biased data to generate unequal quality in 
service. Continuous monitoring and evaluation are 
necessary to ensure fairness in model predictions. 
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AI-Powered Generative Framework for 
Automated Clinical Audit Narratives: Regulated 

Prompt Engineering with LLMs and NLP 
     

  

 
 

This paper explores an AI-powered framework 
designed to automate clinical audit narratives, leveraging large 
language models (LLMs) and natural language processing 
(NLP). The system employs fine-tuned GPT models, ICD-10-
aware embeddings, and regulated prompt engineering to 
ensure legal compliance. This approach aims to enhance the 
accuracy, efficiency, and compliance of clinical documentation 
processes.

 
Keywords: generative AI, clinical Aadit, prompt 
engineering, NLP, automated, LLM. 

I.

 

Introduction

 his paper demonstrates the potential of AI-
powered generative frameworks to automate 
clinical audit narratives. The proposed framework 

seeks to streamline clinical reporting through the use of 
LLMs, fine-tuned models, and structured data, ultimately 
aiming to simplify reporting, ensure accuracy and 
compliance, and enhance efficiency.

 II.

 

Related Works

 a)

 

LLM in Medical Report 

 
The emergence of large language models 

(LLMs), including GPT and BERT, has enabled the 
automation of various tasks within healthcare, aimed at 
reducing the administrative burden on providers. For 
instance, in the Netherlands, it has been observed that 
physicians spend over 40% of their time on 
documentation, contributing to burnout and 
inefficiencies in medical practice. Mao (2025) addresses 
this issue by proposing the transcription of doctor-
patient conversations and the use of GPT-based models 
to generate

 

coherent and accurate medical reports. 
Their study also indicates that this generative approach 
can achieve report generation accuracy exceeding 70%, 
closely approximating manually written reports.    

LLMs have demonstrated strong performance 
in numerous unsupervised and semi-supervised natural 
language processing tasks. For example, Wang et al. 
(2024) illustrated that optimized prompt engineering, 
such as employing self-consistency, can enhance the 
performance of BERT variants and GPT-style LLMs, 
improving metrics like precision and F1 score. 
Furthermore, ChatGLM2 and QWEN models have 

shown that refined prompts can yield reliable clinical 
results, outperforming traditional zero-shot methods. 
These findings underscore the significant role of prompt 
engineering in maximizing the utility of LLMs in 
medicine.    

Kim et al. (2025) also emphasize the 
considerable potential of LLMs in radiology and general 
medical reporting. Their research highlights the 
necessity of careful fine-tuning and the design of use-
case-specific prompts for tasks such as summarizing 
imaging findings and interpreting clinical notes. 
Concurrently, they acknowledge challenges like 
hallucinations, probabilistic outputs, and security 
vulnerabilities associated with non-deterministic models. 
We contend that medical informaticians and radiologists 
can ensure the safe and effective deployment of 
prompts with a solid foundation in prompt engineering 
practices.    

Specifically, these advancements reveal the 
potential of integrating GPT-based frameworks with 
Electronic Health Records (EHRs) to produce clinical 
audit narratives that match the precision and standards 
of human-generated reports. However, the variability in 
model output and the need for quality dependence 
necessitate regulated and domain-specific prompt 
engineering strategies, which form a core component of 
this study's framework. 

b) Prompt Engineering and NLP 
Effective organizational support for the 

deployment of language models in healthcare is 
centered on prompt engineering, a creative and 
technical approach to guide model behavior. Shah et al. 
(2024) emphasize the importance of strategic prompting 
to mitigate inherent biases, hallucinations, and context 
misinterpretations. They argue that robust prompt 
engineering requires an understanding of fundamental 
LLM concepts, such as tokenization and attention 
mechanisms, to align outputs with clinical intent. 
Furthermore, their work underscores the necessity of 
collaboration between AI engineers and clinicians to 
ensure both the practicality and ethicality of these 
applications [4]. Karttunen (2023) highlights that model 
architecture and pretraining datasets significantly 
influence the domain relevance and output quality, 
providing a systematic evaluation of 44 healthcare-
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specific LLMs. As previously mentioned, prompt 
engineering is a key enabler in this process. 

To illustrate, these applications include 
contextual summarization of medical histories, 
generation of SOAP notes, and predictive suggestions 
for optimal treatment plans. However, the continued 
scaling of these models presents challenges in real-
world scenarios, particularly concerning ethical, 
regulatory, and accountability risks [5]. Annevirta (2025) 
offers a practical example of generative NLP 
implementation in national healthcare systems, 
specifically using GPT-4 to automate patient safety 
incident (PSI) reporting in Finland. This study employs 
the Design Science Research methodology to 
demonstrate the capacity of fine-tuned generative 
models to produce structured reports from free text in 
patient records, requiring minimal clinician input. 
Annevirta advocates for a standardized and regulated 
approach to PSI reporting, proposing a national PSI 
system with integrated prompts and LLMs to enhance 
the quality and consistency of clinical narratives [6]. 

Additionally, Al-Garadi et al. (2025) propose a 
general framework for the responsible use of LLMs in 
clinical settings. In particular, they recommend tailoring 
evaluation strategies to healthcare by incorporating 
fairness metrics, patient outcomes, and robustness 
against noisy data. Moreover, these authors discuss 
multimodal integration—the combination of text-based 
models and structured EHR fields—and stress the 
importance of continuous model assessment to ensure 
compliance with ethical and legal standards [7]. The 
proposed framework integrates these strategies to 
regulate the prompt engineering, thereby promoting 
safe and standards-compliant automation. 

c) Generative Frameworks 
To effectively generate compliant clinical audit 

narratives, LLMs must possess domain-level knowledge 
and benchmarks tailored for evaluating such systems. 
Joshi (2025) provides a comprehensive overview of LLM 
evaluation methodologies and suggests a multi-metric 
framework to assess accuracy, contextual relevance, 
and factuality. Addressing the issue of hallucinations, 
the study indicates that approximately 28% of generative 
model outputs in healthcare settings do not align with 
ground truth data. Consequently, Joshi advocates for a 
hybrid evaluation approach that combines human 
oversight with automated scoring algorithms. These 
evaluation practices are crucial for maintaining the 
reliability of LLM-based systems in safety-critical 
domains [9]. 

Healthcare text processing heavily relies on ICD 
coding systems for standardized annotations, which 
facilitate improved classification and entity recognition. 
Addimando (2023) introduces 'ICD-Juicer,' a distillation 
framework designed to transfer GPT knowledge into 
BERT models and leverage ICD-9 annotations to 

enhance named entity recognition in resource-
constrained settings. Prompt templates at the document 
level, derived from the MIMIC-III dataset, are employed 
to limit output scope and increase precision within the 
methodology. This approach reflects the integration of 
our framework with domain-specific augmentation in an 
ICD-10-aware manner, where such augmentation has 
been shown to improve the reliability of LLMs in clinical 
documentation [10]. 

Chan and Wong (2024) further demonstrate the 
application of a state-of-the-art LLM, Mistral 8x7b, for 
access auditing of healthcare records. Their results 
confirm that generative models integrated within 
regulated frameworks can achieve superior healthcare 
privacy and audit compliance compared to existing 
techniques. Furthermore, the audit system architecture 
exhibited good computational efficiency, which is 
essential for scaling audit systems across large hospital 
networks [8]. Ultimately, this research demonstrates the 
utility of LLMs in sensitive data environments and 
validates the safeguard strategies, including prompt 
injection defences, implemented in our proposed 
framework. The integration of LLMs with regulated 
prompt templates, domain-specific embeddings, and 
evaluation-driven development opens a new era for 
automated clinical audit narrative generation. It is crucial 
to ensure strong ethical safeguards, rigorous evaluation, 
and an interdisciplinary approach when applying such 
frameworks, especially in sensitive contexts like child 
welfare. 

The proposed generative framework integrates 
these insights to transform clinical documentation into 
more cost-efficient, standardized, and compliant 
procedures, ultimately leading to enhanced healthcare 
delivery. 
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  a)

 

Generative Accuracy 

 
This research demonstrates that the regulated 

and supervised generative framework using LLMs is 
faster and more consistent than manual documentation. 
While it exhibits slightly lower accuracy in certain areas, 
it necessitates human supervision for compliance and 
interpretability.

 
In this study, a prompt template was trained 

using 18,000 de-identified Electronic Health Records 
(EHRs) and ICD-10-annotated audit records to fine-tune 

and deploy a GPT-4 model. The generated outputs were 
evaluated using a clinical audit dataset of 2,000 records. 
The evaluation criteria encompassed semantic 
accuracy, clinical compliance, and entity fidelity.

 
 

 Table 1:

 

Comparative Performance

 

   
    

    
    

    
 

These results indicate a significant shift in how 
healthcare documentation utilizes autoregressive 
transformers. When the GPT-4 model was provided with 
regulated, role-aware prompts, it demonstrated less 
variance in audit formats than expected. For example, 
the discharge summary narrative achieved a generation 
success rate of 92.8%, while the procedural audit 
narrative had a slightly lower rate of 84.1% due to its 
higher terminology density.
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Figure 1: 3d Architecture of Generative Clinical Audit Pipeline

III. Findings

The experiment yielded the following results: A semantic 
accuracy of 87.3%, a compliance alignment of 84.9%, 
and an entity fidelity of 91.2%. Combining these outputs 
with a rule-based Natural Language Processing (NLP) 
approach significantly outperformed the baseline BERT 
+ Rule-based NLP, with an average improvement of 
21.4%

Metric GPT-4 BERT + ChatGLM2
Semantic Accuracy 87.3 68.2 80.1

Compliance Alignment 84.9 62.7 78.4
Entity Fidelity 91.2 74.6 86.5

Time per Report 7.8 21.5 9.4



 

 
 

 

 

 
 

b)

 

ICD-10 Embedding 

 •

 

A significant aspect of this research is the use of 
ICD-10-aware embeddings within the generative 
pipeline. These embeddings were used to align 
embedding vectors and subsequently tuned by 
position. A regulatory audit ontology was employed 
to dynamically generate prompts based on 
compliance categories such as 'clinical 
appropriateness,' 'prescription audit trail,' and 
'adverse incident reporting.'

 

•

 

The following prompt types were utilized:

 
•

 

Generic Prompt: 'Summarize the clinical findings.'

 •

 

Semi-Structured Prompt: 'If you have to summarize 
condition, treatment, and incident based on EHR 
history.'

 •

 

Compliance-Specific Prompt: 'Clinical audit narrative 
(including diagnosis (ICD-10)), treatment timeline, 
and root cause incident tags.”
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The hallucination rate was calculated for each audit type using the following formula:

$Hallucination\_Rate = (Incorrect\_Generated\_Entities \/ Total\_Generated\_Entities) \* 100$

The average hallucination rate was determined to be 6.2%, which is within the acceptable threshold (≤10%) 
according to the NHS documentation standard.

Figure 2: Entity Recognition Accuracy Over Prompt Iterations

Figure 3: Effectiveness of Prompt Repairs on Narrative Accuracy



 

The precision and recall metrics were notably 
higher when compliance-specific prompts were used, 
highlighting the importance of regulated prompt 

engineering. Specifically, the precision (or recall) when 
using ICD-aware embeddings increased from 78.3% to 
93.4%. 

Table 2: Entity Recognition 

Prompt Type Precision (%) Recall (%) F1-Score (%) 
Generic Prompt 74.1 69.5 71.7 

Semi-Structured Prompt 85.6 78.8 82.0 
Compliance-Specific 93.4 89.1 91.2 

 

   

c)

 
Risk Mitigation

 

Despite its high accuracy, generative AI 
deployment in regulated healthcare environments 
presents security and compliance risks, including 
prompt injection, misinterpretation of ambiguous 
medical terms, and output traceability issues.

 

To address these risks, a filter layer, the 
Regulated Prompt Gateway (RPG), was implemented 
between user input and LLM execution. The RPG 
detects anomalous prompts, removes malicious 

payloads, and logs usage metadata. The system was 
rigorously tested against injection attacks across three 
hospital systems. Prompt sanitization, role-based 
access control, and output canonicalization were 
employed as prompt defence mechanisms. This 
approach validated the RPG, demonstrating its 
effectiveness in blocking 97.8% of malicious prompt 
attempts with a generation latency of less than 0.5 
seconds.

 

Table 3:

 

Prompt Injection Defence Evaluation

 

Security Layer

 

Detection Rate

 

False Positive

 

Latency Overhead

 

Prompt Filter

 

94.2

 

2.1

 

105

 

Prompt Routing

 

96.3

 

1.6

 

118

 

Prompt Gateway

 

97.8

 

1.3

 

137
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Despite this slight overfitting, this approach 
represents a significant improvement over embedding 
ICD tags directly into transformer attention layers, where 
they are semantically aligned and statically anchored. 
The model learned to accurately identify symptoms, 
diagnoses, and procedures, anchoring them to 
standard taxonomy, thereby reducing hallucinations and 
enhancing factual accuracy. This also enabled the 
narrative to conform to audit standards used in 

organizations such as NHS Digital, HL7-compliant 
platforms, and HIMSS level 6 hospitals. Furthermore, 
template chaining (or dynamically adapted prompts in 
response to prior tokens in EHR conversation logs) was 
adopted. This facilitated up to a 19% gain in length 
control and context and contributed to a structured audit 
flow, particularly in cases with multiple patient visits, 
outperforming standard summarization LLMs like T5 and 
Long former in downstream quality evaluation.

Figure 4: ICD-10 Embedding Representation Matrix



 

 

 

 

 

 

IV. Conclusion 

This research demonstrates the utility of AI-
powered generative frameworks that use LLMs and 
state-of-the-art NLP techniques to automate clinical 
narratives in clinical audits. The proposed system 
integrates structured EHR extracts with regulated 
prompt templates to ensure regulatory compliance and 
improve overall system efficiency, while also mitigating 
adverse situations such as bias and hallucinations. 
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Furthermore, audit reviewers were given the 
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explainability modules. This enabled the use of 
generative audit outputs for both internal record keeping 
and protection against litigation and regulatory 
submissions.
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consumers and 400 synthetic patients was conducted. 
The results indicated:

A 72% reduction in average per-case 
documentation time.

A decrease in the compliance violation rate from 
8.4% in baseline manual narratives to 1.8%.

These findings underscore the potential of a 
clinical audit pipeline using an LLM, secured by 
prompting infrastructure and regulation-aware 
embeddings, to transform clinical audit from a 
burdensome manual practice into an automated, 
scalable, and regulation-compliant process
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We accept the manuscript submissions in any standard (generic) format.

We typeset manuscripts using advanced typesetting tools like Adobe In Design, CorelDraw, TeXnicCenter, and TeXStudio. 
We usually recommend authors submit their research using any standard format they are comfortable with, and let Global 
Journals do the rest.

Authors should submit their complete paper/article, including text illustrations, graphics, conclusions, artwork, and tables. 
Authors who are not able to submit manuscript using the form above can email the manuscript department at 
submit@globaljournals.org or get in touch with chiefeditor@globaljournals.org if they wish to send the abstract before 
submission.

Before and during Submission

Authors must ensure the information provided during the submission of a paper is authentic. Please go through the
following checklist before submitting:

1. Authors must go through the complete author guideline and understand and agree to Global Journals' ethics and code 
of conduct, along with author responsibilities.

2. Authors must accept the privacy policy, terms, and conditions of Global Journals.
3. Ensure corresponding author’s email address and postal address are accurate and reachable.
4. Manuscript to be submitted must include keywords, an abstract, a paper title, co-author(s') names and details (email 

address, name, phone number, and institution), figures and illustrations in vector format including appropriate 
captions, tables, including titles and footnotes, a conclusion, results, acknowledgments and references.

5. Authors should submit paper in a ZIP archive if any supplementary files are required along with the paper.
6. Proper permissions must be acquired for the use of any copyrighted material.
7. Manuscript submitted must not have been submitted or published elsewhere and all authors must be aware of the 

submission.

Declaration of Conflicts of Interest

It is required for authors to declare all financial, institutional, and personal relationships with other individuals and 
organizations that could influence (bias) their research.

Policy on Plagiarism

Plagiarism is not acceptable in Global Journals submissions at all.

Plagiarized content will not be considered for publication. We reserve the right to inform authors’ institutions about 
plagiarism detected either before or after publication. If plagiarism is identified, we will follow COPE guidelines:

Authors are solely responsible for all the plagiarism that is found. The author must not fabricate, falsify or plagiarize 
existing research data. The following, if copied, will be considered plagiarism:

• Words (language)
• Ideas
• Findings
• Writings
• Diagrams
• Graphs
• Illustrations
• Lectures
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• Printed material
• Graphic representations
• Computer programs
• Electronic material
• Any other original work

Authorship Policies

Global Journals follows the definition of authorship set up by the Open Association of Research Society, USA. According to 
its guidelines, authorship criteria must be based on:

1. Substantial contributions to the conception and acquisition of data, analysis, and interpretation of findings.
2. Drafting the paper and revising it critically regarding important academic content.
3. Final approval of the version of the paper to be published.

Changes in Authorship

The corresponding author should mention the name and complete details of all co-authors during submission and in 
manuscript. We support addition, rearrangement, manipulation, and deletions in authors list till the early view publication 
of the journal. We expect that corresponding author will notify all co-authors of submission. We follow COPE guidelines for 
changes in authorship.

Copyright

During submission of the manuscript, the author is confirming an exclusive license agreement with Global Journals which 
gives Global Journals the authority to reproduce, reuse, and republish authors' research. We also believe in flexible 
copyright terms where copyright may remain with authors/employers/institutions as well. Contact your editor after 
acceptance to choose your copyright policy. You may follow this form for copyright transfers.

Appealing Decisions

Unless specified in the notification, the Editorial Board’s decision on publication of the paper is final and cannot be 
appealed before making the major change in the manuscript.

Acknowledgments

Contributors to the research other than authors credited should be mentioned in Acknowledgments. The source of funding 
for the research can be included. Suppliers of resources may be mentioned along with their addresses.

Declaration of funding sources

Global Journals is in partnership with various universities, laboratories, and other institutions worldwide in the research 
domain. Authors are requested to disclose their source of funding during every stage of their research, such as making 
analysis, performing laboratory operations, computing data, and using institutional resources, from writing an article to its
submission. This will also help authors to get reimbursements by requesting an open access publication letter from Global 
Journals and submitting to the respective funding source.

Preparing your Manuscript

Authors can submit papers and articles in an acceptable file format: MS Word (doc, docx), LaTeX (.tex, .zip or .rar including 
all of your files), Adobe PDF (.pdf), rich text format (.rtf), simple text document (.txt), Open Document Text (.odt), and 
Apple Pages (.pages). Our professional layout editors will format the entire paper according to our official guidelines. This is 
one of the highlights of publishing with Global Journals—authors should not be concerned about the formatting of their 
paper. Global Journals accepts articles and manuscripts in every major language, be it Spanish, Chinese, Japanese, 
Portuguese, Russian, French, German, Dutch, Italian, Greek, or any other national language, but the title, subtitle, and 
abstract should be in English. This will facilitate indexing and the pre-peer review process.

The following is the official style and template developed for publication of a research paper. Authors are not required to 
follow this style during the submission of the paper. It is just for reference purposes.
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Manuscript Style Instruction (Optional)

• Microsoft Word Document Setting Instructions.
• Font type of all text should be Swis721 Lt BT.
• Page size: 8.27" x 11'”, left margin: 0.65, right margin: 0.65, bottom margin: 0.75.
• Paper title should be in one column of font size 24.
• Author name in font size of 11 in one column.
• Abstract: font size 9 with the word “Abstract” in bold italics.
• Main text: font size 10 with two justified columns.
• Two columns with equal column width of 3.38 and spacing of 0.2.
• First character must be three lines drop-capped.
• The paragraph before spacing of 1 pt and after of 0 pt.
• Line spacing of 1 pt.
• Large images must be in one column.
• The names of first main headings (Heading 1) must be in Roman font, capital letters, and font size of 10.
• The names of second main headings (Heading 2) must not include numbers and must be in italics with a font size of 10.

Structure and Format of Manuscript

The recommended size of an original research paper is under 15,000 words and review papers under 7,000 words. 
Research articles should be less than 10,000 words. Research papers are usually longer than review papers. Review papers 
are reports of significant research (typically less than 7,000 words, including tables, figures, and references)

A research paper must include:

a) A title which should be relevant to the theme of the paper.
b) A summary, known as an abstract (less than 150 words), containing the major results and conclusions.  
c) Up to 10 keywords that precisely identify the paper’s subject, purpose, and focus.
d) An introduction, giving fundamental background objectives.
e) Resources and techniques with sufficient complete experimental details (wherever possible by reference) to permit 

repetition, sources of information must be given, and numerical methods must be specified by reference.
f) Results which should be presented concisely by well-designed tables and figures.
g) Suitable statistical data should also be given.
h) All data must have been gathered with attention to numerical detail in the planning stage.

Design has been recognized to be essential to experiments for a considerable time, and the editor has decided that any 
paper that appears not to have adequate numerical treatments of the data will be returned unrefereed.

i) Discussion should cover implications and consequences and not just recapitulate the results; conclusions should also 
be summarized.

j) There should be brief acknowledgments.
k) There ought to be references in the conventional format. Global Journals recommends APA format.

Authors should carefully consider the preparation of papers to ensure that they communicate effectively. Papers are much 
more likely to be accepted if they are carefully designed and laid out, contain few or no errors, are summarizing, and follow 
instructions. They will also be published with much fewer delays than those that require much technical and editorial 
correction.

The Editorial Board reserves the right to make literary corrections and suggestions to improve brevity.
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Format Structure

It is necessary that authors take care in submitting a manuscript that is written in simple language and adheres to 
published guidelines.

All manuscripts submitted to Global Journals should include:

Title

The title page must carry an informative title that reflects the content, a running title (less than 45 characters together with 
spaces), names of the authors and co-authors, and the place(s) where the work was carried out.

Author details

The full postal address of any related author(s) must be specified.

Abstract

The abstract is the foundation of the research paper. It should be clear and concise and must contain the objective of the 
paper and inferences drawn. It is advised to not include big mathematical equations or complicated jargon.

Many researchers searching for information online will use search engines such as Google, Yahoo or others. By optimizing 
your paper for search engines, you will amplify the chance of someone finding it. In turn, this will make it more likely to be 
viewed and cited in further works. Global Journals has compiled these guidelines to facilitate you to maximize the web-
friendliness of the most public part of your paper.

Keywords

A major lynchpin of research work for the writing of research papers is the keyword search, which one will employ to find 
both library and internet resources. Up to eleven keywords or very brief phrases have to be given to help data retrieval, 
mining, and indexing.

One must be persistent and creative in using keywords. An effective keyword search requires a strategy: planning of a list 
of possible keywords and phrases to try.

Choice of the main keywords is the first tool of writing a research paper. Research paper writing is an art. Keyword search 
should be as strategic as possible.

One should start brainstorming lists of potential keywords before even beginning searching. Think about the most 
important concepts related to research work. Ask, “What words would a source have to include to be truly valuable in a 
research paper?” Then consider synonyms for the important words.

It may take the discovery of only one important paper to steer in the right keyword direction because, in most databases, 
the keywords under which a research paper is abstracted are listed with the paper.

Numerical Methods

Numerical methods used should be transparent and, where appropriate, supported by references.

Abbreviations

Authors must list all the abbreviations used in the paper at the end of the paper or in a separate table before using them.

Formulas and equations

Authors are advised to submit any mathematical equation using either MathJax, KaTeX, or LaTeX, or in a very high-quality 
image.

Tables, Figures, and Figure Legends

Tables: Tables should be cautiously designed, uncrowned, and include only essential data. Each must have an Arabic 
number, e.g., Table 4, a self-explanatory caption, and be on a separate sheet. Authors must submit tables in an editable 
format and not as images. References to these tables (if any) must be mentioned accurately.
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Techniques for writing a good quality computer science research paper:

1. Choosing the topic: In most cases, the topic is selected by the interests of the author, but it can also be suggested by the 
guides. You can have several topics, and then judge which you are most comfortable with. This may be done by asking 
several questions of yourself, like "Will I be able to carry out a search in this area? Will I find all necessary resources to 
accomplish the search? Will I be able to find all information in this field area?" If the answer to this type of question is 
"yes," then you ought to choose that topic. In most cases, you may have to conduct surveys and visit several places. Also, 
you might have to do a lot of work to find all the rises and falls of the various data on that subject. Sometimes, detailed 
information plays a vital role, instead of short information. Evaluators are human: The first thing to remember is that 
evaluators are also human beings. They are not only meant for rejecting a paper. They are here to evaluate your paper. So 
present your best aspect.

2. Think like evaluators: If you are in confusion or getting demotivated because your paper may not be accepted by the 
evaluators, then think, and try to evaluate your paper like an evaluator. Try to understand what an evaluator wants in your 
research paper, and you will automatically have your answer. Make blueprints of paper: The outline is the plan or 
framework that will help you to arrange your thoughts. It will make your paper logical. But remember that all points of your 
outline must be related to the topic you have chosen.

3. Ask your guides: If you are having any difficulty with your research, then do not hesitate to share your difficulty with 
your guide (if you have one). They will surely help you out and resolve your doubts. If you can't clarify what exactly you 
require for your work, then ask your supervisor to help you with an alternative. He or she might also provide you with a list 
of essential readings.

4. Use of computer is recommended: As you are doing research in the field of computer science then this point is quite 
obvious. Use right software: Always use good quality software packages. If you are not capable of judging good software, 
then you can lose the quality of your paper unknowingly. There are various programs available to help you which you can 
get through the internet.

5. Use the internet for help: An excellent start for your paper is using Google. It is a wondrous search engine, where you 
can have your doubts resolved. You may also read some answers for the frequent question of how to write your research 
paper or find a model research paper. You can download books from the internet. If you have all the required books, place 
importance on reading, selecting, and analyzing the specified information. Then sketch out your research paper. Use big 
pictures: You may use encyclopedias like Wikipedia to get pictures with the best resolution. At Global Journals, you should 

Figures

Figures are supposed to be submitted as separate files. Always include a citation in the text for each figure using Arabic 
numbers, e.g., Fig. 4. Artwork must be submitted online in vector electronic form or by emailing it.

Preparation of Eletronic Figures for Publication

Although low-quality images are sufficient for review purposes, print publication requires high-quality images to prevent 
the final product being blurred or fuzzy. Submit (possibly by e-mail) EPS (line art) or TIFF (halftone/ photographs) files only. 
MS PowerPoint and Word Graphics are unsuitable for printed pictures. Avoid using pixel-oriented software. Scans (TIFF 
only) should have a resolution of  at  least 350  dpi  (halftone)  or 700  to 1100 dpi              (line  drawings).  Please  give  the  data 
for figures in black and white or submit a Color Work Agreement form. EPS files must be saved with fonts embedded (and 
with a TIFF preview, if possible).

For scanned images, the scanning resolution at final image size ought to be as follows to ensure good reproduction: line 
art: >650 dpi; halftones (including gel photographs): >350 dpi; figures containing both halftone and line images: >650 dpi.

Color charges: Authors are advised to pay the full cost for the reproduction of their color artwork. Hence, please note that 
if there is color artwork in your manuscript when it is accepted for publication, we would require you to complete and 
return a Color Work Agreement form before your paper can be published. Also, you can email your editor to remove the 
color fee after acceptance of the paper.
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9. Produce good diagrams of your own: Always try to include good charts or diagrams in your paper to improve quality. 
Using several unnecessary diagrams will degrade the quality of your paper by creating a hodgepodge. So always try to 
include diagrams which were made by you to improve the readability of your paper. Use of direct quotes: When you do 
research relevant to literature, history, or current affairs, then use of quotes becomes essential, but if the study is relevant 
to science, use of quotes is not preferable.

10.Use proper verb tense: Use proper verb tenses in your paper. Use past tense to present those events that have 
happened. Use present tense to indicate events that are going on. Use future tense to indicate events that will happen in 
the future. Use of wrong tenses will confuse the evaluator. Avoid sentences that are incomplete.

11. Pick a good study spot: Always try to pick a spot for your research which is quiet. Not every spot is good for studying.

12. Know what you know: Always try to know what you know by making objectives, otherwise you will be confused and 
unable to achieve your target.

13. Use good grammar: Always use good grammar and words that will have a positive impact on the evaluator; use of 
good vocabulary does not mean using tough words which the evaluator has to find in a dictionary. Do not fragment 
sentences. Eliminate one-word sentences. Do not ever use a big word when a smaller one would suffice.

Verbs have to be in agreement with their subjects. In a research paper, do not start sentences with conjunctions or finish 
them with prepositions. When writing formally, it is advisable to never split an infinitive because someone will (wrongly) 
complain. Avoid clichés like a disease. Always shun irritating alliteration. Use language which is simple and straightforward. 
Put together a neat summary.

14. Arrangement of information: Each section of the main body should start with an opening sentence, and there should 
be a changeover at the end of the section. Give only valid and powerful arguments for your topic. You may also maintain 
your arguments with records.

15. Never start at the last minute: Always allow enough time for research work. Leaving everything to the last minute will 
degrade your paper and spoil your work.

16. Multitasking in research is not good: Doing several things at the same time is a bad habit in the case of research 
activity. Research is an area where everything has a particular time slot. Divide your research work into parts, and do a 
particular part in a particular time slot.

17. Never copy others' work: Never copy others' work and give it your name because if the evaluator has seen it anywhere, 
you will be in trouble. Take proper rest and food: No matter how many hours you spend on your research activity, if you 
are not taking care of your health, then all your efforts will have been in vain. For quality research, take proper rest and 
food.

18. Go to seminars: Attend seminars if the topic is relevant to your research area. Utilize all your resources.

7. Revise what you wrote: When you write anything, always read it, summarize it, and then finalize it.

8. Make every effort: Make every effort to mention what you are going to write in your paper. That means always have a 
good start. Try to mention everything in the introduction—what is the need for a particular research paper. Polish your 
work with good writing skills and always give an evaluator what he wants. Make backups: When you are going to do any 
important thing like making a research paper, you should always have backup copies of it either on your computer or on 
paper. This protects you from losing any portion of your important data.
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19. Refresh your mind after intervals: Try to give your mind a rest by listening to soft music or sleeping in intervals. This 
will also improve your memory. Acquire colleagues: Always try to acquire colleagues. No matter how sharp you are, if you 
acquire colleagues, they can give you ideas which will be helpful to your research.

6. Bookmarks are useful: When you read any book or magazine, you generally use bookmarks, right? It is a good habit 
which helps to not lose your continuity. You should always use bookmarks while searching on the internet also, which will 
make your search easier.



 

 
 

 

 

 

 

 

20. Think technically: Always think technically. If anything happens, search for its reasons, benefits, and demerits. Think 
and then print: When you go to print your paper, check that tables are not split, headings are not detached from their 
descriptions, and page sequence is maintained.

21. Adding unnecessary information: Do not add unnecessary information like "I have used MS Excel to draw graphs." 
Irrelevant and inappropriate material is superfluous. Foreign terminology and phrases are not apropos. One should never 
take a broad view. Analogy is like feathers on a snake. Use words properly, regardless of how others use them. Remove 
quotations. Puns are for kids, not grunt readers. Never oversimplify: When adding material to your research paper, never 
go for oversimplification; this will definitely irritate the evaluator. Be specific. Never use rhythmic redundancies. 
Contractions shouldn't be used in a research paper. Comparisons are as terrible as clichés. Give up ampersands, 
abbreviations, and so on. Remove commas that are not necessary. Parenthetical words should be between brackets or 
commas. Understatement is always the best way to put forward earth-shaking thoughts. Give a detailed literary review.

22. Report concluded results: Use concluded results. From raw data, filter the results, and then conclude your studies 
based on measurements and observations taken. An appropriate number of decimal places should be used. Parenthetical 
remarks are prohibited here. Proofread carefully at the final stage. At the end, give an outline to your arguments. Spot 
perspectives of further study of the subject. Justify your conclusion at the bottom sufficiently, which will probably include 
examples.

23. Upon conclusion: Once you have concluded your research, the next most important step is to present your findings. 
Presentation is extremely important as it is the definite medium though which your research is going to be in print for the 
rest of the crowd. Care should be taken to categorize your thoughts well and present them in a logical and neat manner. A 
good quality research paper format is essential because it serves to highlight your research paper and bring to light all 
necessary aspects of your research.

Informal Guidelines of Research Paper Writing

Key points to remember:

• Submit all work in its final form.
• Write your paper in the form which is presented in the guidelines using the template.
• Please note the criteria peer reviewers will use for grading the final paper.

Final points:
One purpose of organizing a research paper is to let people interpret your efforts selectively. The journal requires the 
following sections, submitted in the order listed, with each section starting on a new page:

The introduction: This will be compiled from reference matter and reflect the design processes or outline of basis that 
directed you to make a study. As you carry out the process of study, the method and process section will be constructed 
like that. The results segment will show related statistics in nearly sequential order and direct reviewers to similar 
intellectual paths throughout the data that you gathered to carry out your study.

The discussion section:

This will provide understanding of the data and projections as to the implications of the results. The use of good quality 
references throughout the paper will give the effort trustworthiness by representing an alertness to prior workings.

Writing a research paper is not an easy job, no matter how trouble-free the actual research or concept. Practice, excellent 
preparation, and controlled record-keeping are the only means to make straightforward progression.

General style:

Specific editorial column necessities for compliance of a manuscript will always take over from directions in these general 
guidelines.

To make a paper clear: Adhere to recommended page limits.
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Mistakes to avoid:

• Insertion of a title at the foot of a page with subsequent text on the next page.
• Separating a table, chart, or figure—confine each to a single page.
• Submitting a manuscript with pages out of sequence.
• In every section of your document, use standard writing style, including articles ("a" and "the").
• Keep paying attention to the topic of the paper.
• Use paragraphs to split each significant point (excluding the abstract).
• Align the primary line of each section.
• Present your points in sound order.
• Use present tense to report well-accepted matters.
• Use past tense to describe specific results.
• Do not use familiar wording; don't address the reviewer directly. Don't use slang or superlatives.
• Avoid use of extra pictures—include only those figures essential to presenting results.

Title page:

Choose a revealing title. It should be short and include the name(s) and address(es) of all authors. It should not have 
acronyms or abbreviations or exceed two printed lines.

Abstract: This summary should be two hundred words or less. It should clearly and briefly explain the key findings reported 
in the manuscript and must have precise statistics. It should not have acronyms or abbreviations. It should be logical in 
itself. Do not cite references at this point.

An abstract is a brief, distinct paragraph summary of finished work or work in development. In a minute or less, a reviewer 
can be taught the foundation behind the study, common approaches to the problem, relevant results, and significant 
conclusions or new questions.

Write your summary when your paper is completed because how can you write the summary of anything which is not yet 
written? Wealth of terminology is very essential in abstract. Use comprehensive sentences, and do not sacrifice readability 
for brevity; you can maintain it succinctly by phrasing sentences so that they provide more than a lone rationale. The 
author can at this moment go straight to shortening the outcome. Sum up the study with the subsequent elements in any 
summary. Try to limit the initial two items to no more than one line each.

Reason for writing the article—theory, overall issue, purpose.

• Fundamental goal.
• To-the-point depiction of the research.
• Consequences, including definite statistics—if the consequences are quantitative in nature, account for this; results of 

any numerical analysis should be reported. Significant conclusions or questions that emerge from the research.

Approach:

o Single section and succinct.
o An outline of the job done is always written in past tense.
o Concentrate on shortening results—limit background information to a verdict or two.
o Exact spelling, clarity of sentences and phrases, and appropriate reporting of quantities (proper units, important 

statistics) are just as significant in an abstract as they are anywhere else.

Introduction:

The introduction should "introduce" the manuscript. The reviewer should be presented with sufficient background 
information to be capable of comprehending and calculating the purpose of your study without having to refer to other 
works. The basis for the study should be offered. Give the most important references, but avoid making a comprehensive 
appraisal of the topic. Describe the problem visibly. If the problem is not acknowledged in a logical, reasonable way, the 
reviewer will give no attention to your results. Speak in common terms about techniques used to explain the problem, if 
needed, but do not present any particulars about the protocols here.
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The following approach can create a valuable beginning:

o Explain the value (significance) of the study.
o Defend the model—why did you employ this particular system or method? What is its compensation? Remark upon 

its appropriateness from an abstract point of view as well as pointing out sensible reasons for using it.
o Present a justification. State your particular theory(-ies) or aim(s), and describe the logic that led you to choose 

them.
o Briefly explain the study's tentative purpose and how it meets the declared objectives.

Approach:

Use past tense except for when referring to recognized facts. After all, the manuscript will be submitted after the entire job 
is done. Sort out your thoughts; manufacture one key point for every section. If you make the four points listed above, you 
will need at least four paragraphs. Present surrounding information only when it is necessary to support a situation. The 
reviewer does not desire to read everything you know about a topic. Shape the theory specifically—do not take a broad 
view.

As always, give awareness to spelling, simplicity, and correctness of sentences and phrases.

Procedures (methods and materials):

This part is supposed to be the easiest to carve if you have good skills. A soundly written procedures segment allows a 
capable scientist to replicate your results. Present precise information about your supplies. The suppliers and clarity of 
reagents can be helpful bits of information. Present methods in sequential order, but linked methodologies can be grouped 
as a segment. Be concise when relating the protocols. Attempt to give the least amount of information that would permit 
another capable scientist to replicate your outcome, but be cautious that vital information is integrated. The use of 
subheadings is suggested and ought to be synchronized with the results section.

When a technique is used that has been well-described in another section, mention the specific item describing the way, 
but draw the basic principle while stating the situation. The purpose is to show all particular resources and broad 
procedures so that another person may use some or all of the methods in one more study or referee the scientific value of 
your work. It is not to be a step-by-step report of the whole thing you did, nor is a methods section a set of orders.

Materials:

Materials may be reported in part of a section or else they may be recognized along with your measures.

Methods:

o Report the method and not the particulars of each process that engaged the same methodology.
o Describe the method entirely.
o To be succinct, present methods under headings dedicated to specific dealings or groups of measures.
o Simplify—detail how procedures were completed, not how they were performed on a particular day.
o If well-known procedures were used, account for the procedure by name, possibly with a reference, and that's all.

Approach:

It is embarrassing to use vigorous voice when documenting methods without using first person, which would focus the 
reviewer's interest on the researcher rather than the job. As a result, when writing up the methods, most authors use third 
person passive voice.

Use standard style in this and every other part of the paper—avoid familiar lists, and use full sentences.

What to keep away from:

o Resources and methods are not a set of information.
o Skip all descriptive information and surroundings—save it for the argument.
o Leave out information that is immaterial to a third party.
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Results:

The principle of a results segment is to present and demonstrate your conclusion. Create this part as entirely objective 
details of the outcome, and save all understanding for the discussion.

The page length of this segment is set by the sum and types of data to be reported. Use statistics and tables, if suitable, to 
present consequences most efficiently.

You must clearly differentiate material which would usually be incorporated in a study editorial from any unprocessed data 
or additional appendix matter that would not be available. In fact, such matters should not be submitted at all except if 
requested by the instructor.

Content:

o Sum up your conclusions in text and demonstrate them, if suitable, with figures and tables.
o In the manuscript, explain each of your consequences, and point the reader to remarks that are most appropriate.
o Present a background, such as by describing the question that was addressed by creation of an exacting study.
o Explain results of control experiments and give remarks that are not accessible in a prescribed figure or table, if 

appropriate.
o Examine your data, then prepare the analyzed (transformed) data in the form of a figure (graph), table, or 

manuscript.

What to stay away from:

o Do not discuss or infer your outcome, report surrounding information, or try to explain anything.
o Do not include raw data or intermediate calculations in a research manuscript.
o Do not present similar data more than once.
o A manuscript should complement any figures or tables, not duplicate information.
o Never confuse figures with tables—there is a difference. 

Approach:

As always, use past tense when you submit your results, and put the whole thing in a reasonable order.

Put figures and tables, appropriately numbered, in order at the end of the report.

If you desire, you may place your figures and tables properly within the text of your results section.

Figures and tables:

If you put figures and tables at the end of some details, make certain that they are visibly distinguished from any attached 
appendix materials, such as raw facts. Whatever the position, each table must be titled, numbered one after the other, and 
include a heading. All figures and tables must be divided from the text.

Discussion:

The discussion is expected to be the trickiest segment to write. A lot of papers submitted to the journal are discarded 
based on problems with the discussion. There is no rule for how long an argument should be.

Position your understanding of the outcome visibly to lead the reviewer through your conclusions, and then finish the 
paper with a summing up of the implications of the study. The purpose here is to offer an understanding of your results 
and support all of your conclusions, using facts from your research and generally accepted information, if suitable. The 
implication of results should be fully described.

Infer your data in the conversation in suitable depth. This means that when you clarify an observable fact, you must explain 
mechanisms that may account for the observation. If your results vary from your prospect, make clear why that may have 
happened. If your results agree, then explain the theory that the proof supported. It is never suitable to just state that the 
data approved the prospect, and let it drop at that. Make a decision as to whether each premise is supported or discarded 
or if you cannot make a conclusion with assurance. Do not just dismiss a study or part of a study as "uncertain."

© Copyright by Global Journals | Guidelines Handbook

XIX



 

 

 

 

Research papers are not acknowledged if the work is imperfect. Draw what conclusions you can based upon the results 
that you have, and take care of the study as a finished work.

o You may propose future guidelines, such as how an experiment might be personalized to accomplish a new idea.
o Give details of all of your remarks as much as possible, focusing on mechanisms.
o Make a decision as to whether the tentative design sufficiently addressed the theory and whether or not it was 

correctly restricted. Try to present substitute explanations if they are sensible alternatives.
o One piece of research will not counter an overall question, so maintain the large picture in mind. Where do you go 

next? The best studies unlock new avenues of study. What questions remain?
o Recommendations for detailed papers will offer supplementary suggestions.

Approach:

When you refer to information, differentiate data generated by your own studies from other available information. Present 
work done by specific persons (including you) in past tense.

Describe generally acknowledged facts and main beliefs in present tense.

The Administration Rules

Administration Rules to Be Strictly Followed before Submitting Your Research Paper to Global Journals Inc.

Please read the following rules and regulations carefully before submitting your research paper to Global Journals Inc. to 
avoid rejection. 

Segment draft and final research paper: You have to strictly follow the template of a research paper, failing which your 
paper may get rejected. You are expected to write each part of the paper wholly on your own. The peer reviewers need to 
identify your own perspective of the concepts in your own terms. Please do not extract straight from any other source, and 
do not rephrase someone else's analysis. Do not allow anyone else to proofread your manuscript.

Written material: You may discuss this with your guides and key sources. Do not copy anyone else's paper, even if this is 
only imitation, otherwise it will be rejected on the grounds of plagiarism, which is illegal. Various methods to avoid 
plagiarism are strictly applied by us to every paper, and, if found guilty, you may be blacklisted, which could affect your 
career adversely. To guard yourself and others from possible illegal use, please do not permit anyone to use or even read 
your paper and file.
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Please note that following table is only a Grading of "Paper Compilation" and not on "Performed/Stated Research" whose grading 
solely depends on Individual Assigned Peer Reviewer and Editorial Board Member. These can be available only on request and after 
decision of Paper. This report will be the property of Global Journals Inc. (US).

Topics Grades

A-B C-D E-F

Abstract

Clear and concise with 
appropriate content, Correct 
format. 200 words or below 

Unclear summary and no 
specific data, Incorrect form

Above 200 words 

No specific data with ambiguous 
information

Above 250 words

Introduction

Containing all background 
details with clear goal and 
appropriate details, flow 
specification, no grammar 
and spelling mistake, well 
organized sentence and 
paragraph, reference cited

Unclear and confusing data, 
appropriate format, grammar 
and spelling errors with 
unorganized matter

Out of place depth and content, 
hazy format

Methods and 
Procedures

Clear and to the point with 
well arranged paragraph, 
precision and accuracy of 
facts and figures, well 
organized subheads

Difficult to comprehend with 
embarrassed text, too much 
explanation but completed 

Incorrect and unorganized 
structure with hazy meaning

Result

Well organized, Clear and 
specific, Correct units with 
precision, correct data, well 
structuring of paragraph, no 
grammar and spelling 
mistake

Complete and embarrassed 
text, difficult to comprehend

Irregular format with wrong facts 
and figures

Discussion

Well organized, meaningful 
specification, sound 
conclusion, logical and 
concise explanation, highly 
structured paragraph 
reference cited 

Wordy, unclear conclusion, 
spurious

Conclusion is not cited, 
unorganized, difficult to 
comprehend 

References
Complete and correct 
format, well organized

Beside the point, Incomplete Wrong format and structuring
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