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Detecting Brief Anomalies in Gas Consumption 

By Azizul Hakim Rafi    
 Abstract-

 

This paper introduces an innovative system for outlier detection that combines the 
strengths of an Auto-regressive Integrated Moving Average (ARIMA) model and an Artificial 
Neural Network (ANN). While ARIMA is traditionally used for linear predictions and ANNs for non-
linear forecasting, this study demonstrates their synergistic capabilities in capturing complex, 
non-linear relationships between meteorological forecast variables and gas consumption 
patterns. The resulting system can identify anomalies, aiding building managers in reducing 
energy waste in HVAC systems. The process comprises two phases: first, it predicts short-term 
gas consumption patterns using historical data, and then it identifies outliers by detecting 
deviations from expected values. Remarkably, this outlier detection process doesn’t require 
predefined labeled examples, thanks to the system’s highly accurate gas consumption forecasts, 
characterized by a root mean square error (RMSE) ranging from 8 m3 to 2.5 m3.

 Keywords: energy forecasting, time series, robust artificial neural networks, arima models, anomaly 
detection, outlier detection, gas consumption prediction, energy forecast.
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Abstract-

 

This paper introduces an innovative system for outlier 
detection that combines the strengths of an Auto-regressive 
Integrated Moving Average (ARIMA) model and an Artificial 
Neural Network (ANN). While ARIMA is traditionally used for 
linear predictions and ANNs for non-linear forecasting, this 
study demonstrates their synergistic capabilities in capturing 
complex, non-linear relationships between meteorological 
forecast variables and gas consumption patterns. The 
resulting system can identify anomalies, aiding building 
managers in reducing energy waste in HVAC systems. The 
process comprises two phases: first, it predicts short-term gas 
consumption patterns using historical data, and then it 
identifies outliers by detecting deviations from expected 
values. Remarkably, this outlier detection process doesn’t 
require predefined labeled examples, thanks to the system’s 
highly accurate gas consumption forecasts, characterized by 
a root mean square error (RMSE) ranging from 8 m3 to 2.5 
m3.

 Keywords:

 

energy forecasting, time series, robust 
artificial neural networks, arima models, anomaly 
detection, outlier detection, gas consumption prediction, 
energy forecast. 

I.

 

Introduction

 nergy utilization in structures is perhaps one of the 
quickest developing areas. Roughly 41% of the 
all-out energy in Europe is consumed by 

structures (families and administrations) [1]. Studies and 
states’ mandates about limiting energy utilization and 
utilizing sustainable power expanded consistently with 
the decrease of petroleum derivatives, the line contacts 
with eastern nations like Russia, and the increment of 
different natural issues. In light of this, the European 
association, with a new order [2], has the objective to 
raise EU energy utilization created from sustainable 
assets to 20%, to lessen by 20% the EU ozone-depleting 
substance discharges and to improve by 20% the EU’s 
energy productivity. This implies speculations to re-
qualify old structures, new nation regulations, and 
energy analysis, yet in addition, new productivity 
frameworks from the pre-owned apparatuses.

 
Determining energy requests has become one 

of the significant exploration fields in the energy 
divisions since it can assist with gassing utility 
organizations and families. Gas utilities purchase gas 
from pipeline organizations on an everyday basis, so 

they need to know the necessities ahead of time to be 
cutthroat. Organizations and families have the point of 
decreasing energy utilization and increment 
effectiveness.  

Lately, enormous organizations like Google 
have also shown their premium in this new market, 
creating indoor regulators that consequently control the 
house environment and putting together choices with 
respect to the client’s timetable. Home, an organization 
procured by Google, pronounced that clients saved the 
11.3% of AC-related energy use without compromising 
solace [3], because of the programmed learning carried 
out in their indoor regulators. On the off chance that, on 
the one hand, the programmed indoor regulator 
program setting in light individuals conduct can assist 
them with setting aside cash, peculiarity location can 
diminish the energy utilization. It is displayed by [4] and 
[5], that business structures consume from 15% to 30% 
more energy than needed due to ineffectively kept up 
with, corrupted, and inappropriately controlled 
hardware. These inconsistencies can turn out to be 
simply fixable issues with a dependable shortcoming 
location and conclusion (FDD) framework. 

In this paper, an automatic outlier detection 
system is proposed, where days/hours with abnormally 
high and low gas consumption are labeled and reported 
to the building manager. He can further analyze and fix 
the HVAC system, minimizing the energy waste caused 
by the outliers. Gas consumption is very irregular and 
not easily predictable with classic methods. The outlier 
detection system presented is based on predictions 
made by a hybrid ARIMA-ANN, which can model linear 
and non-linear behavior of the data with very reliable 
results and a comparison between the predicted 
value/trend and the actual one to find outliers. 

Since the definition of outlier is highly 
application dependent, in section II they are defined. In 
the same section, ANNs and ARIMA are briefly 
explained because they will be lately used in the 
proposed solution (section IV), based on a gas 
consumption forecaster. In section III some related 
works are discussed. In section V, some experiments on 
synthetic and real data are shown. Section VI presents 
some future ideas for the readers based on techniques 
that the author didn’t have the time to apply. 

E 

G
lo
ba

l 
Jo

ur
na

l 
of
 C

om
pu

te
r 
Sc

ie
nc

e 
an

d 
T
ec

hn
ol
og

y 
( 
D
 )
 X

X
IV

 I
ss
ue

 I
I 
V
er
si
on

 I
 

 Y
ea

r 
20

24

1

© 2024 Global Journals

Author: e-mail: azizulhakimrafi4@gmail.com



 

  

  

 

 

 

 

 
 

 

 
 

 

 

 
 

 

  
 

 

 

 
 

 
 
 

 

 

 
 
 
 

 

 

 

 

 

 

 

         

 

 

 

 

 

 
 

  

 

  

Use of Robust Artificial Neural Networks and ARIMA in Detecting Brief Anomalies in Gas Consumption

G
lo
ba

l 
Jo

ur
na

l 
of
 C

om
pu

te
r 
Sc

ie
nc

e 
an

d 
T
ec

hn
ol
og

y 
( 
D
 )
 X

X
IV

 I
ss
ue

 I
I 
V
er
si
on

 I
 

 Y
ea

r 
20

24

2

© 2024 Global Journals

II. Background

a) What is an outlier
An exception, by definition [6], is a perception 

that goes astray fundamentally from different 
perceptions, so it makes doubt that various elements 
made it. Regardless of this overall definition, the more 
fitting approach to characterizing exceptions is 
exceptionally application-subordinate since even similar 
situations might require various judgments of anomalies.

In this paper, exceptions are firmly connected 
with the issue of time-series gauging since anomalies 
are proclaimed based on deviations from expected (or 
estimated) values. In this unique circumstance, a worth 
is viewed as an exception due to its relationship to its 
connected information (contextual exception [7] or 
contingent oddities [8]). An unexpected pinnacle (fig. 1) 
in a period series is a contextual exception in light of the 
fact that its worth is totally different from the upsides of 
its nearby items.

At the point when a gathering of focuses are 
proclaimed exceptions, it is alluded as collective 
peculiarity or anomaly [7]. It initially shows up at a point, 
and afterward, it influences the qualities promptly close 
to it. Sooner or later, this impact vanishes, passing on 
the time series to a typical way of behaving. This 
situation is normally difficult to identify. Outliers can have 
distinct main reasons:

1. Defective system (e.g., a defective heater in a 
room).

2. Bad human behavior (e.g., people who leave open 
the window in a room while the system is trying to 
heat it).

3. Defective monitoring system, where the system 
monitors different values from the real one due to a 
malfunction, computing process errors, or recording 
negligence.

In literature, outliers are also referred to as 
abnormalities, deviants, novelties or anomalies.

b) Artificial Neural Networks
Counterfeit Brain Organizations (ANNs) were 

initially evolved to impersonate the mind’s usefulness. 
There is definitely not a broadly acknowledged definition 
yet by [9]: ”A brain network is a circuit made out of an 
extremely huge number of straightforward handling 
components that are neurally based. Every component 
works just on nearby data. Moreover, every component 
works nonconcurrently; in this manner, there is no 
general framework clock. ” From section II-B, it is 
feasible to see a completely associated ANN with five 
sources of info, 3 neurons on the secret layer (purported 
on the grounds that the ANN resembles a black box), 
and one result. The data sources are additionally called 
elements, and they address the attributes to portray the 
result.

The secret neurons will plan this connection. 
Every association has an initiation that addresses the 
significance (weight) of the associated neuron. ANNs 

with something like a 1-stowed away layer can plan non-
direct relations.

The hidden neurons are usually represented 
with logistic sigmoid units, which internally calculate the 
sigmoid function of the inputs, but also with a hyperbolic 
tangent. Recent findings argued that rectifier units seem 
to be more biologically plausible [10], and they also 
seem to perform better in ANNs.
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Fig. 1: Different Types of Outliers. On the Left an Unusual Data Point is Presented, on the Right an Unusual Pattern 
of Changes can be Recognized if Compared to the other Days Shape
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The ANNs are commonly applied with the 
Stochastic Gradient Descent algorithm, which tries to 
find the right weights of each connection to have the 
right output value. It is usually combined with the 
Backpropagation algorithm which calculates the error in
the output layer and then backpropagates it to the 
previous layers in order to adjust the weights [11]. More 
information can be found in [12].

Nowadays, ANNs are a state-of-the-art 
technique that has many applications.

c) Autoregressive Models
Let X1,X2,...Xt be the values in an univariate time-

series. In the Auto-Regressive Moving Average model, 
the value of Xt is defined in terms of the values of the last 
window of length p and q moving average terms.

The left-hand part is called the auto-backward 
part since it relies upon the past (slacked) values 
Xt−1,Xt−2,...Xt−p, the right-hand part is called moving 
normally in light of the fact that the blunder at time t is 
the direct mix of the past mistakes εt−1,εt−2,...,εt−q.

These techniques are applied to stationary time-
series, alleged when the mean, fluctuation, and 
autocorrelation structure don’t change over the long run. 
Tragically, many time series make occasional impacts or 
patterns. Specifically, arbitrary strolls, which describe 
many sorts of series, are non-fixed. Differencing the 
information focuses can frequently change a non-fixed 
time series into a fixed one. In view of the Crate Jenkins 
models of the 1970s, ARIMA models are separate, 
where a series with deterministic patterns ought to be 

differentiated first, and then an ARMA model is applied. 
ARIMA models are typically referenced as ARIMA (p, d, 
q), to show the ARMA boundaries and the d request of 
difference. ARIMA models are likewise fit for displaying a 
lot of information.

where m is the quantity of periods per season. The 
capitalized documentation is utilized for the occasional 
pieces of the model, and the lower-case documentation 
for the nonoccasional pieces of the model.
The decision of the boundaries p, d, q is exceptionally 
application ward, and it depends on a hypothesis that is 
past the extent of this paper. More data can be found in 
[13].

III. Related Work

Since this paper declares outliers based on 
deviations from the expected (or forecast) value, this 
section is divided into related work in forecasting and 
outlier detection.

a) Outlier Detection
Outlier detection systems are a wide range of 

areas, from introduction detection systems to fraud 
detection systems, law enforcement systems to earth 
science anomaly detection systems.

Outlier detection can be supervised when 
available data is labeled indicating previously known 
examples of anomalies, semi-supervised, where only 
examples of normal data or anomalies are available, or 
unsupervised, where previous examples of interesting 
anomalies are not available. Typically, most of the 
unsupervised outlier mechanisms use a measure of 

Input
layer

Hidden
layer

Output
layer

Input 1

Input 2

Input 3

Input 4

Input 5

error

Error back propagation

Xt =

p∑
i=1

φiXt−i +

q∑
i=1

θiεt−i + c+ εt.

ARIMA(p, d, q)(P,D,Q)m

Fig. 2: Artificial Neural Network with Backpropagation. Example with 5 Inputs, 3 Hidden Neuron in the First Hidden 
Layer, and One Output (in the Case of This Paper, the Gas Consumption Value)



 

 

 

 

 
 

 

 

 

 

 

 

 

  

 

 

   

 

 

 

  

  
  
  

  
 

Use of Robust Artificial Neural Networks and ARIMA in Detecting Brief Anomalies in Gas Consumption

G
lo
ba

l 
Jo

ur
na

l 
of
 C

om
pu

te
r 
Sc

ie
nc

e 
an

d 
T
ec

hn
ol
og

y 
( 
D
 )
 X

X
IV

 I
ss
ue

 I
I 
V
er
si
on

 I
 

 Y
ea

r 
20

24

4

© 2024 Global Journals

outlierness of a data point, such as sparsity of 
underlying region, nearest neighbor distance, or the fit to 
underlying distribution [7]. In these cases, a data point 
is unusual due to one or more variables rather than a 
specific one (like in the supervised methods).

In energy consumption outlier detections, 
literature is usually based on the Gaussian error theory, 
stating that when the measurement accord with normal 
distribution, the probability that the residual falls in three 
times the variance is more than 99.7%. Therefore, the 
residuals falling outside can be considered outliers. In 
[14], the author further improved this system by 
considering a rolling window median, which seems to 
improve the results when the distribution is not fixed. 
Supervised methods are usually based on 
classifications using trees, ANNs, and other different 
algorithms, thanks to the presence of previous examples 
of anomalies. In the energy consumption field, 
unsupervised methods are usually based on clustering, 
where an algorithm tries to find similarities between 
points/trends and cluster them into groups, calculating 
the distance between them. A cluster is considered 
good when the intra-cluster distance is minimized, and 
the intra-cluster distance is maximized. Popular 
methods in this group are kmeans, one-class SVM, and 
self-organizing maps.

For example, in [15], some clustering methods, 
like CART, k-means, and DBScan, were applied to 
detect outliers in the office lighting energy consumption. 
The author showed different techniques applied with the 
Generalized Extreme Studentized Deviate (GESD) and 
listed some irregularities found. He also stated that the 
clustering methods were not able to detect faults 
strongly related to time variables.

Clustering methods are very difficult to apply in 
timeseries data, and the results are usually poor. For 
this reason, this paper will build a prediction algorithm, 
where outliers are declared based on deviations from 
expected (or forecast) values. The more accurate the 
predictor, the more abnormal data points will be 
detected.

b) Forecasting
Traditionally, several techniques have been 

used for energy use forecasting, but short-term, 
medium-term, and long-term energy forecasting needs 
to be differentiated. The former usually refers to 
prediction with a horizon of hours or days; the second 
refers to weeks, and the latter refers to a monthly or 
annual horizon. Long-term forecasting usually deals with 
data that rarely presents significant distortions and 
irregularities, so they have a small effect on the overall 
value. On the contrary, short-term forecasting has to 
deal with irregularities and sudden changes in values 
(due to weather changes, human behavior, etc.).

There are essentially five types of prediction 
models [16]: Engineering methods, Statistical methods, 

Artificial Neural networks, Support Vector Machines, and 
Grey models. Engineering methods use physical 
principles to calculate thermal dynamics and energy 
behavior of the building, Statistical methods build 
empirical models to apply a regression to a time series 
of values, Neural networks try to predict energy using an 
artificial intelligence network of interconnected neurons, 
Support vector machines are based in a machine 
learning algorithm and Grey models apply a mixture of 
the models. All the principal methods are extensively 
reviewed in [16] and [17].

Several techniques have been traditionally 
applied for energy use forecasting, and among the 
statistical methods, Kalman filtering and ARIMA/ARMAX 
time-series techniques are the most famous.

The first reports about applications of Artificial 
Neural Networks (ANNs) were published in the early 
1990s [18]. Since then, the number of publications 
increased steadily. Kalogirou et al. [19] used back 
propagation neural networks to predict the required 
heating load of 225 buildings; Ekici and Aksoy used the 
same model to predict building heating loads in three 
buildings. Nizami and Al-Garni [20] tried a simple feed-
forward NN and related the electric energy consumption 
to weather data and population, Taylor and Buizza [21] 
used an ANN with weather data (51 variables) to predict 
load of 10 days ahead. Gonzales [22] built an ANN to 
predict hourly energy consumption. Some researchers 
tried to specialize the ANNs: Neto and Fiorelli [23] 
compared generic ANNs with working days ANNs and 
week-end ANNs, Lazzerini and Rosario [24] specialized 
them to predict electric lighting with weather data.

Some researchers have also tried to apply a 
hybrid model to increase the performance of the ANN. 
One example above all is [25] which applied a hybrid 
ARIMA and neural network model to forecast electricity 
use, another one is [26] who improved the previous one. 
This paper is based also on his work.

Until now, only electric forecasting was 
presented because the majority of the existing 
forecasters are related to electric forecasting. There are 
only a few of them are about natural gas forecasting: 
Brown et al.[27] built one of the first predictors for 
natural gas consumption, and Khotanzad et al. [28] 
developed a two-stage system ANN with very good 
results.

Even if ANNs might outperform traditional 
methods, the researchers are still not convinced about 
the results of ANNs in this field. Nevertheless, it is also 
stated that “a significant portion of the ANN research in 
forecasting and prediction, lacks validity” [29] and that 
most of the papers seem misspecified models that had 
been incompletely tested (no standard benchmarks, no 
synthetic data, etc.) [17]. This paper will try to avoid 
these mistakes.
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It also needs to be pointed out that ANNs are 
multistep ahead forecasters, while Auto-Regressive 
methods are potentially useless in long ahead data 
points.

IV. Proposed Solution

As stated before, this paper proposes a 
regression algorithm in which outliers are declared 
based on deviations from the expected (or forecast) 
value.

A time-series is a sequence of data-points 
typically measured at successive points of a uniform 
time interval t (eq. (1)).

(1)

where x is the value and t the time.
Time-series forecasting is about predicting 

future values given past data (eq. (2)).

(2)

where s is the step size. A multivariate time-series is a 
(n×1) vector of n time-series variables.

It can be seen that in academic and industry 
research, linear regression-based systems are the 
standard “de facto” of energy forecasting, and in recent 
works, this problem is treated by combining weather 
forecast data. However, this relationship is clearly non-
linear [17]. Consequently, even if some papers have 
acceptable results with measured datasets, these 
systems cannot adequately capture the relationship in 
all the situations and data. Since ANNs are the state-of-
the-art technique of many machine learning problems 
where there is complex nonlinear hypotheses, the 
proposed solution is composed of a multilayer feed-
forward neural network with backpropagation.

Table I: Buildings used

Building name Date interval Number of rows
HvA 740 - NTH 01/2008 - 03/2014 54.725
Hva 761 - KMH 01/2009 - 09/2013 40.407
Hva 882 - WBW 01/2008 - 03/2014 54.647

a) Experimental Data
Ebatech gathers the energy utilization datasets 

utilized in various structures of the Hogeschool van 
Amsterdam. The Universiteit van Amsterdam gave these 
datasets to this undertaking. These structures are 
situated in Amsterdam, the capital city of The 
Netherlands. This city has a sea environment like Britain, 
firmly impacted by the North Ocean. Winters are 
genuinely cold, and summers are seldom sweltering, 
according to European guidelines. Amsterdam is 
described by the normal presence of downpours and 
wind, and the weather patterns change frequently.

Ebatech gathered various sorts of elements in 
every structure, with various granularity. For this 

undertaking, three structures are utilized: HvA 740 -
NTH, Hva 882 - WBW, and Hva 761 - KMH. In these 
structures, the organization gathered the energy 
utilizations and the gas utilizations as different factors. It 
should be noted that gas is utilized exclusively to warm 
the structures.

The weather data was collected by KNMI 1

1. Data Analysis: The energy consumption dataset 
covers a very large period ranging more than 5 
years, allowing us to see similar patterns even with 
different yearly/season behavior (one year could be 
different from another one for external factors like 
weather or building use). It is very rich (with more 
than 50 variables) but also sparse because the 
monitored variables are not the same in all the 
buildings. For this reason, only common variables, 
such as total electric and gas consumption, were 
used in this paper. In this way, it is possible to 
generalize and compare the models.

in 
Schipol, the Amsterdam airport 16 km far from the 
tested buildings. The dataset, findable on the website, 
consists of over 21 variables collected hourly. The 
proposed solution only uses a few of them, as explained 
in the section IV-B, and they are used as forecast 
values: the measured weather conditions are linked to 
the previous hour of energy consumption. It is 
necessary to consider that there will be an error in the 
built model since the weather data is collected in a 
different location from the building’s positions, and in 
practice, the error will be larger than those obtained in 
this simulation due to the effect of the weather forecast 
uncertainty [30], [31]. The advice is to keep it in mind 
before applying the methods contained in this paper 
with days forecasting.

The gas consumption data is highly seasonal: 
daily and weekly cycles are quite perceptible, as it can 
be seen from fig. 4 and fig. 3. From the latter, the weekly 
behavior is clear: the last two days of the week 
(Saturday and Sunday) are completely different from the 
others, and Monday seems a bit different from the rest 
of the days. Every day, around 4:00-5:00 AM, the 
system seems to react by turning on the heating system, 
whereas in the previous hours of the night, it seems only 
to keep a minimum temperature. The system reveals to 
us that after a couple of hours, it decreases the 
consumption again. In fig. 4 the Temperature has a clear 
daily/hourly relation with the gas consumption while in 
fig. 5 the electric consumption is shown to be very 
smoothed and more regular than the gas one.

                                                                
1 Koninklijk Nederlands Meteorologisch Instituut http://www.knmi.nl

{x(t0), x(t1), . . . x(ti), x(ti+1) . . .}

x̂(t+ s) = f (x(t), x(t− 1) . . .)
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Fig. 3: Typical weekly and daily gas consumption behavior in building 740NTH. The weekly pattern can be noticed 
by observing that the last two days of the week (Saturday and Sunday) have a completely different shape than the 
others. During the week, the daily behavior is very similar, with one peak around 4:00-5:00 AM

2. Data Cleaning: The data presented some 
irregularities like repeated and missing data points. 
Although the first one may not influence the 
performance of the ANN, it could lead to problems 
when other algorithms are used (like ARIMA in this 
paper). Repeated data points were deleted, keeping 
only the last one, while missing data points were 
reconstructed by linear interpolation. Cubic and 
spline interpolation were also considered, but the 
performance was heavily affected by these 
methods.

Missing and repeated data points represent 
some problems in the data collection that will be further 
investigated.
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b) Artificial Neural Network Forecaster
Time series are characterized by more or less 

complex dependencies: Known dependencies like date-
time dependencies. Hidden dependencies include the 
behavior of the HVAC system (when it starts, when it 
raises the temperature, etc). Short/long -term 
dependencies between variables.

Data scientists and experts are focused on 
known dependencies, while the proposed ANNs will be 
focused on the hidden ones. The short/long-term 
dependency is realized by a moving window containing 
a “memory” of the previous states for the interesting 
variables, using a Tapped delay line memory [32].

These memories form a new set of states-

from the original states

where x̄ i(t) = x(t−i+1). The window types will be 
explained later in this section.

Since the value to predict is time-dependent, 
the first element to consider is adding the time feature. 
Energy consumption depends on the hour of the day 
but also on the day of the week and the seasonality of 
the year (month and day of the year) (as explained in 
section IV-A1, fig. 4 and fig. 3). The day of the week is a 
number from 0 to 6, where 0 is Monday and 6 is 
Sunday. Since the behavior of the holidays was 
considered similar to the weekends (particularly similar 
to Sundays), a function encoded all the holidays as 
weekend days2

                                                                
2 Thanks to an Open source Dutch weekend list 

. In the future, this can be improved by 
asking for a timetable list for the buildings, indicating 
when these are closed. The day of the year is a number 

https://github.com/ 
PanderMusubi/dutch-holidays

between 0 and 366, and the first one is the first of 
January. All these date-time features by means of their 
sine and cosine values as usual, reported in literature 
[33], [34], [22]. This transforms the time component into 
a cyclic feature that spans a fixed length (a single day 
for the hour), and it is bounded in [−1,1].

Another added feature was the current system 
load, which is the energy consumption at the k state 
when the load at k+1 needs to be predicted. This was 
believed to be an important measure for determining 
building usage and holidays.

Many elements influence the energy needs of 
structures. These variables can be separated into three 
principal bunches, specifically the physical 
environmental, the artificial planning parameters, and the 
human warm discomfort. The first is made out of weather 
conditions related to boundaries like open-air 
temperature, wind speed, sun-powered radiation, and 
so forth. The artificial planning parameters are connected 
with the structure development: straightforwardness 
proportion, direction, and so on [35]; however, these 
factors were inaccessible in the dataset. The human 
impression of warm discomfort is connected not 
exclusively to the temperature but also to different 
factors, for example, relative stickiness, illumination, and 
wind speed. Regardless of whether this large amount of 
information was accessible, the main climate factors 
found were the temperature and the breeze speed.
The framework utilization was accepted to be connected 
with the distinction of the open air temperature between 
two moments (eq. (3)), addressing a positive/negative 
difference in the outer natural circumstances.

(3)

where Tk+1 is the predicted temperature for the period k 
+ 1 and Tk is the value measured in the instant k. It 
needs to be noted that the real behavior of the system 
was unknown, so it was not possible to know if this 
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Fig. 5: Relation between Electric and Gas Consumption in Building 740-NTH
2012

{x̄1(t), x̄2(t), . . . x̄n(t)}

{x(1), x(2) . . . x(n)}

∆Tk+1 = Tk+1 − Tk
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change would have an immediate effect on the HVAC 
system and/or its reaction time. Gas usage has a daily 
cycle but there are also secondary weekly and annual 
cycles that the ANN may not be able to capture. Gas
usage u(t) is defined as u(t) = s(t) + f(t) + r(t)

where s(t) is the seasonality at time t, f(t) is the trend and 
r(t) is called remainder, irregular component or 
difference. The time series were analyzed by the STL 
decomposition by LOESS [36](fig. 6), which 

decomposes a time series into seasonal, trend, and 
irregular components by an additive method. Since the 
ANN is interested in the remainder and the trend can be 
found from the historical part, the daily, weekly, and 
yearly remainders were added as features. For the same
reason also, the Temperature, the wind speed, and the 
electric consumption were decomposed by the STL 
decomposition, resulting in a stationary time series 
added to the input.

Fig. 6: Yearly STL Decomposition by LOESS in Building 740-NTH

In Zhang et al. [37], it is expressed that ANN 
models truly enjoy benefits while managing a lot of 
verifiable burden information with non-direct trademarks. 
Yet, the scientists ignored the straight relations, 
including the information. Hence a cross breed 
approach is proposed, where the ANN will be helped in 
direct guaging by the famous strategy ARIMA 
(autobackward coordinated moving midpoints), 
generally known as the Container Jenkins approach. To 
apply ARIMA, the time series was handled iteratively with 
a moving window of 21 days where the ARIMA model 
was fitted. After the fitting, the upsides of the following 
24 hours were determined prior to moving the window 
and doing the same for the following day. The 
occasional ARIMA fitting was finished by the assistance 
of the Figure R bundle [38] and its auto.arima technique, 
which finds the best ARIMA (p,d,q)(P,D,Q)m boundaries 
by looking at the Akaike data criterion (AIC) of the tried 
models. Only for the peruser interest, the most fitted 
model was ARIMA (3,0,3)(2,0,1)24. An ARIMA model with 

“seeing” without knowing its shape and its behavior in 
the previous hours/days. This limit is surpassed by 
some rolling windows, which will somehow simulate the 
Recurrent neural networks’ behavior. Two rolling 
windows were created for the gas consumption, 
memorizing the sum and the peak load of the previous 
five hours, and two moving rolling windows were created 
for the STL yearly residuals, memorizing sum and peak 
of them.

Taking into account the points made in this 
section, the ANN is predicting the gas consumption 

temperature sham factors was tried. However, it did not 
advance the ANN: the least complex models were liked.

u(t) = s(t) + f(t) + r(t)
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Table II: Ann Features

All the features that were not between the limits 
[−1,1] were scaled to have a faster convergence [39] of 
the Stochastic Gradient Descent (eq. (4)).(4)

where xi is the original value and x′
i is the scaled one. 

Many practical tricks like the shuffling of the elements, 
the normalization and initialization were taken from [39], 
[40].

All the process described so far is also called 
feature engineering and was done almost iteratively, 
cumulatively introducing and removing features from the 
model and comparing the performance.

Choosing a number of hidden units for the ANN 
is always a tricky task. As stated by [41], [42], using 
early stopping in an oversized Backpropagation ANN, 
where the number of hidden neurons is higher than the 
number of the features, makes it easier to find the global
optimum and avoid bad local optima. For this reason, 
the number of hidden units was chosen to be greater 
than 2 × |features| and then test-driven, and the 
training was early stopped to prevent overfitting.

Architecture: ANNs are trained trying to minimize a cost 
function of the form

where the error function p is symmetric and continuous, 
ri = Yi−Yˆ

i is the residual between the actual value and 
the forecast one, and N is the number of training 
patterns.

Variable Data
Electricity load E(t)
Hour sin(2π(h)/24); cos(2π(h)/24)
Week day sin(2π(wDay)/6); cos(2π(wDay)/6)
Month sin(2π(mon)/12); cos(2π(mon)/12)
Year day sin(2π(d)/366); cos(2π(d)/366)
Temperature T (t)
Gas peak′ max1≤k≤5 G(t− k)

Gas sum′ ∑5
i=1 G(t− i)

Gas mean′ 1
288

∑288
i=1 G(t− i)

Gas peak′′ max1≤k≤24 G(t− k)

Gas sum′′ ∑24
i=1 G(t− i)

Electricity peak′′ max1≤k≤5 E(t− k)

Electricity sum′′ ∑5
i=1 E(t− i)

Temp peak max1≤k≤5 T (t− k)

Temp sum
∑5

i=1 T (t− i)
Wind speed FH(t)
∆Tk+1 Tk+1 − Tk

ARIMA forecast forecast(ARIMA(3, 0, 3)(2, 0, 1)24)
STL year res. Y earRes(t)
STL day res. DayRes(t)
STL E res. Res(E(t))
ARIMA peak′ max1≤k≤5 ARIMA(t− k)

ARIMA sum′ ∑5
i=1 ARIMA(t− i)

x′
i =

xi − max(x)+min(x)
2

max(x)−min(x)
2

E =
1

N

n∑
i=1

p(ri)
2

(4)
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Fig. 7: Training Curve of the Hybrid Model with 80 Hidden Neurons

Using the notations defined above, the most 
used cost function is based on the Mean Squared Error 
(MSE), commonly, known in data modeling as the Least 
Mean Squares (LMS) method. The basic idea of LMS is 
to optimize the fit of a model with respect to the training 
data by minimizing the square of residuals

but it is greatly influenced by outliers [43]. In order to 
control the damage caused by outliers, in this paper the 
Least Mean Log Squares (LMLS) method (eq. (5)), 
presented by [43] is used. The ANN will try to minimize 
the Mean Log Squared Error (MLSE).

(5)

The ANN is a 1-hidden-layer Multilayer 
Feedfoward ANN with a feedback structure, called 
Backpropagation. This ANN is composed by Rectifier 
neurons and one output linear node. Training is done by 
the Stochastic Gradient Descent algorithm with 10 batch 
size and is characterized by a learning rate of 0.003 and 
fixed by a Momentum of 0.05, which could help to 
increase the speed, avoiding local minima.

This project used Python and pandas for the 
data analysis, Pylearn2 [44] to construct and test the 
ANN and the R system with the zoo [45] and the 
Forecast [38] packages for the ARIMA process.

c) Outlier Detection
According to Chebschev’s theorem [46], almost 

all the observations in a data set of system states falls 
into the interval [µ − 3σ,µ + 3σ], where µ and σ are 
respectively the mean and standard deviation of the 

data set, and the data points outside this interval are 
declared outliers. In this paper the ANN is used to 
predict the gas consumption, for this reason a point will 
be considered outlier if it will fall outside the 95% 
confidence interval3 3

(6)

expressed for the RMSE. If it is 
assumed that the difference between the actual values xi 

and the predicted value xˆi have:

• mean zero.
• follow a Normal distribution (it is assumed that it 

holds for the large amount of data utilized).
• and all have the same standard deviation σ.

(7)

it is possible to say that eq. (7) follows a χ2
n 

distribution with n degrees of freedom. Which means:

                                                                
3

For the following description user fabee of CrossValidated needs to 
be mentioned: http://tinyurl.com/l9gvz65.
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# epochs

1.5

2.0

2.5

3.0

3.5

4.0

4.5

5.0

5.5

6.0

valid_objective:softmax_re

train_objective:softmax_re

p(r) =
1

2
r2

p(r) = log(1 +
1

2
r2)

x̂i − xi ∼ N
(
0, σ2

)

x̂i − xi ∼ N
(
0, σ2

)

P

(
χ2

α
2 ,n ≤ nRMSE2

σ2
≤ χ2

1−α
2 ,n

)
= 1− α

⇔ P
nRMSE2

χ2
1−α

2 ,n

≤ σ2 ≤ nRMSE2

χ2
α
2 ,n

)
= 1− α

(8)

(9)

⇔ P

√ n

χ2
1−α

2 ,n

RMSE≤ σ ≤
√

n

χ2
α
2 ,n

RMSE

= 1− α.

(10)



 

 
 

  

      
    

      
      
      

 

   

      
      
      

 

 

 

  

 

 

 

 

 
  
 

 

 

 

 

 

  

 

 

 

 

 
 

   
  

 

Use of Robust Artificial Neural Networks and ARIMA in Detecting Brief Anomalies in Gas Consumption

G
lo
ba

l 
Jo

ur
na

l 
of
 C

om
pu

te
r 
Sc

ie
nc

e 
an

d 
T
ec

hn
ol
og

y 
( 
D
 )
 X

X
IV

 I
ss
ue

 I
I 
V
er
si
on

 I
 

 Y
ea

r 
20

24

11

© 2024 Global Journals

V. Experimental Evaluation

The ANN has been prepared with early halting, 
with a decent number of preparing ages (stages) or 
halting the preparation when the approval blunder rate 
was expanding. Every one of the outcomes showed is 
obtained from k-crease cross-approval strategies, where 
the organization was prepared k times, each time 
leaving out a subset of information from preparing to 
test the ANN. The consequences of the k tests were 
partitioned by k. The organization is constantly prepared 
with 70% of the information, 15% is utilized for approval 
and the other 15% for testing.

Albeit most of the Mean Outright Rate Blunder 
(MAPE) is viewed as a norm for looking at the nature of 
the model expectation of energy load, it is a satisfactory 
mistake measure provided that the misfortune capability 
were direct and ongoing investigations exhibited it isn’t 
[19][47]. Besides, the rate of blunder is limitless on the 
off chance that there are no qualities on the series, 
continuous in discontinuous information and in utilization 
information, and it puts a heavier punishment on certain 
mistakes than on regrettable mistakes [48]. In light of 
these impediments, this paper will just consider the 
minimization of the Root Mean Square Mistake (RMSE), 
which punish huge blunders, as proposed in [49]. As 
recommended in [17], for each analysis, likewise the 
Mean Outright Blunder (MAE) will be determined.

Therefore√ n

χ2
1−α

2 ,n

RMSE,
√

n

χ2
α
2 ,n

RMSE



MAPE 4 =
1

n

n∑
i=1

|Yi − Ŷi|
Yi

× 100

RMSE =

√√√√ 1

n

n∑
i=1

(Ŷi − Yi)2 (13)

MAE =
1

n

n∑
i=1

∣∣∣Ŷi − Yi

∣∣∣
where Yˆ is the vector of the n predictions and Y is the 
vector of the true values.

a) Synthetic Experiments
The strategy is tried using engineered 

information. Twoday exceptions were created using 
various calculations. In the first, the genuine utilization 
was changed by an irregular worth, recreating the 
framework estimation/control breakdown, which makes 
the utilization bobbing all over (see eq. (15)). The 

second artificially made day was made by adding 50m3 

of gas utilization to the genuine one, making an example 
that  recreates a weird way of  behaving  as well as a 
glitch of the warming framework (see eq. (16)).

where
(15)

(16)

G(t) = G(t) + v ∗ 30

v ∼ N (0, σ2)

G′(t) = G′(t) + 50

The two outliers were correctly detected, as it 
can be seen in fig. 8.

b) Measured Data Experiments
The method is also tested with measured data 

coming from a different type of day. For example, the 
gas consumption of a weekend was placed in a 
weekday, simulating a holiday. The purpose of this test 
was to show that an unusual pattern was detected. In 
fig. 9 it can be seen that the outlier mechanism works 
perfectly when the Sunday gas consumption is placed in 
a weekday.

The outlier was correctly detected, as it can be 
seen in fig. 9. The robustness of the design was proved 
with different building, listed in section IV-A1.

Excluding this little experiment, some interesting 
behaviors were found through this work: Occasions: 
Paying little mind to at whatever point the school was 
functional, the main tests showed that the Ebatech 
framework was typically warming the structures 
(Christmas, on Tuesday, December 25, 2012, was 
warmed like an ordinary Tuesday regardless of whether
4MAPE errors will be calculated only on the non-zero 
values, to avoid the problems described before the 
structure was surely shut). This causes avoidable waste. 
Utilization skips In fig. 10 an odd crisscross way of 
behaving should be visible for building 740-NTH. It 
appears to be that the framework is squandering 
energy, and this shape is entirely unexpected from the 
standard one (fig. 3). This goes on for quite a long time, 
and obviously, likewise, the ANN preparation is 
impacted by this exception-like way of behaving. Tops: 
Around the underlying long periods of September, there 
is an immense amount of utilization (up to multiple times 
more than the maximal utilization of the year). Is it a 
test? In building 761-KMH, sporadic tops were tracked 
down each day during April 2013, likely while the 
warming framework was turned on. August with 
radiators in building 740-NTH, during August 2009 and 
August 2011, the warmers were dynamic even with the 
absence of a clear summer virus. Exceptions A few 
different exceptions are viewed, yet they Time need to 
be affirmed by the chiefs, ideally after checking the 
recently referenced ways of behaving. 

(11)

(12)

(14)
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Fig. 8: Outlier Detection with Synthetic Generated Data. The Circle Represents the Hours Where an Outlier is 
Detected

Fig. 9: Outlier Detection Where A Sunday One Replaced the Gas Consumption of A Weekday. The (Three) Circles 
Represent the Outliers Detected by the System
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Fig. 10: Strange Zig-Zag Behaviour Found by the Algorithm
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Table III: Best Selected Results in Building 740-Nth, to 
Compare the Arima, ANN and Hybrid Model. Hymse is 
the Hybrid Model with MSE Cost Function, While Hymlse 
is the Same Model with MLSE Cost Function

Model neurons epochs 4 RMSE MAPE MAE
ARIMA5 - - 88.50 117.27 22.52
ANN 80 15 11.95 34.78 8.52
HyMSE 80 70 9.4 27.66 6.90
HyMLSE 150 140 10.02 30.05 7.26

Table IV: Best Selected Results for All the Buildings

Model neurons epochs 7 RMSE MAPE MAE
740-N TH 150 140 10.02 30.05 7.26
761- KMH 150 140 2.49 18.30 1.00

An ANN with the standard cost function MSE 
was also trained, apparently resulting in a smaller RMSE 
error in a faster way (section V-B). Although this can be 
true, the Hybrid MLSE model was more precise and 
better at detecting possible outliers. They contributed 
the most to the error.

In section V-B the results in the different 
buildings can be read.

VI. Future Work

ARIMA models can’t detect more than one 
seasonality, but it can be helped with Fourier terms and 
ARIMA dummy variables to produce reasonable 
forecasts. When multi-seasonality is present, an 
algorithm like TBATS can overpass the ARIMA one and 
detect it. This non-parametric model described in [50] 
could be substituted for the ARIMA one as a feature of 
the ANN. At the moment, it is very slow, but it is very 
recent, so it will probably be improved.

The daily pattern could be seen in the 
transformed Fourier space applying the Modified 
Discrete Cosine Transform (MDCT) [51]. In theory, this 
could help as well to understand the pattern, but it was 
only applied once by [52], with scarce results.

ANNs are sensitive to missing values and 
irregularities, but it was not possible to contact the 
building managers in order to confirm/identify previously 
known outliers. For this reason the ANN training was 
done with not entirely perfect data, and this probably 
affected the performance. It is necessary to contact 
these building managers to further help with the training 
of this algorithm.

The input variables were scaled, standardizing 
them to a midrange 0 and range [−1,1]. It is also 
possible to normalize them to have mean 0 and 
standard deviation 1. In this case, Robust estimates of 

                                                                
4 epochs to converge
5 Calculated iteratively as described in section IV-B 
7epochs to converge

location and scale are desirable if the inputs contain 
outliers. Some examples are [53] and the recent [54], 
which can be the basis of a future refinement of the ANN 
inputs.

In future work, it is possible to break down the 
contrast between the MSE and the MLSE costs in the 
forecast and in the exception recognition.

Before 2006, ANN was quite often connected 
with the Backpropagation calculation and with the 1-
stowed away layer design. The issue with these designs 
is that they stall out in unfortunate neighborhood optima. 
In 2006, there was an enormous advancement 
principally began by [55], which is called Deep learning, 
and it addresses the new design of ANNs in light of 
multi-stowed away layers and new calculations. Future 
enhancements can be founded on Repetitive Brain 
Organizations (RNNs) and Limited Boltzmann Machines 
(RBMs), which were, as of late, ended up being 
fascinating in time-series gauging [52], [56], [57]. The 
Pylearn2 [44] RNN structure is being worked on.

VII. Conclusion

No model can treat all circumstances precisely 
for a lot of verifiable burden information. The 
unpredictable variance of the gas utilization was not 
really unsurprising, thus the ANN model was assisted 
with powerful expense capability and with the notable 
ARIMA model. Although different papers introduced 
comparative models to figure out electric utilization, the 
mixture model introduced here is practically interesting 
on the grounds that it centers around estimating 
momentary gas utilization, which is extremely sporadic 
and not effectively unsurprising with exemplary 
techniques. Since the indicator is exceptionally precise 
(with RMSE from 8 m3 in building 740-NTH to RMSE 2.5 
m3 in building 761KMH), the anomaly component can 
undoubtedly distinguish weird ways of behaving 
characterizing an edge esteem in the certainty stretch 
without the need to have past instances of anomalies. 
The aim of this paper is to determine the profoundly 
sporadic gas utilization time series. Yet, it is accepted 
that comparable outcomes could likewise be acquired 
with the electric utilization time series. It is trusted that 
this could prompt another examination of the energy 
utilization in open structures.
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With

 

the rapid advancement in technological fields, 
two major domains including Quantum computing and 
artificial intelligence are substantially transforming the internet 
world. Although AI has fundamentally made rapid progress, it 
still has many limitations that are hindering its full potential to 
efficiently deal with intricate challenges. QC, on the other 
hand, is an emerging field that has the potential to efficiently 
handle and minimize these limitations, thereby opening new 
doors of success for artificial intelligence applications. This 
article explored the capacity of QC in alleviating the limitations 
of AI and thus unfolding novel opportunities in the world of 
technology. It further explored the advantages of quantum 
computing over classical computing methods. The findings 
suggested that quantum computing can replace classical 
computing in various computational tasks. Moreover, it holds 
significant potential in addressing complex problems and 
minimizing the challenges associated with artificial intelligence.

 

Keywords:

 

quantum computing, artificial intelligence, 
algorithms, quantum neural networks (QNNS), 
encryption.

 
I.

 

Background

 
rtificial intelligence is playing a vital role in diverse 
aspects of our daily lives. There are still many 
shortcomings of artificial intelligence in terms of 

its reliability including safety, information security, and 
privacy issues that require immediate

 

attention in 
diverse fields for example robotics, banking, 
entertainment, healthcare, and surveillance. These 
issues further cause biases, lack of robustness, 
insufficient data, security issues, and compatibility 
problems [1]. When it comes to the role of quantum 
computing in artificial intelligence, it would not be wrong 
to say that “Modern problems require modern 
solutions”. In 1980, two scientists Benioff and Feynman 
first proposed the idea of QC, highlighting the 
superiority of quantum mechanics over

 

classical 
computing in dealing with intricate problems [2]. 

Classical neural networks analyze and send 
data by mimicking the structure of the human brain and 
are made up of artificial neurons present in the form of 
interconnected layers [3]. These classical neural 
networks have been quite successful in various 

industries, but as the problems become more complex, 
the need for advanced computations rises exponentially, 
thereby posing several challenges for classical 
computing methods [4]. 

Quantum computing can be employed to 
reshape and enhance artificial intelligence applications. 
For example, it can be utilized to train neural networks 
that are employed in machine learning. Quantum neural 
networks (QNNs) exhibit a unique integration of two 
cutting-edge technologies including artificial neural 
networks and quantum computing [5]. QNNs utilized the 
principles of quantum mechanics to process data. 
These neural networks possess tremendous potential in 
transforming diverse domains ranging from machine 
learning (ML) to optimization to dealing with complex 
data.  

Machine learning is an artificial intelligence-
based technology that enables computers to acquire 
knowledge from experience without the need for direct 
programming [6]. Moreover, QC can improve the 
capabilities of machine learning by developing novel 
learning algorithms and frameworks that can handle and 
execute bulk data and intricate computations more 
effectively resulting in more authentic predictions [7]. 

Quantum computing works on the principles of 
quantum mechanics including quantum entanglement, 
interference, and quantum superposition (Figure 1). 
Entanglement is a quantum property that combines 
multiple quantum states, thereby allowing the 
computational speed to rise exponentially [8]. Quantum 
superposition plays an integral role in storing all the 
values on one qubit simultaneously in the quantum 
state. Interference is another property associated with 
quantum algorithms. It enhances the probabilities of 
desired outcomes of algorithms and decreases the 
possibilities of unwanted outcomes. These features 
allow quantum computers to solve complex problems 
more effectively [9]. 
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Figure 1: Introduction to Quantum Computing

 
  This study aimed to explore the potential of 
quantum computing in minimizing the limitations of 
artificial intelligence.  

II. Methodology 
A systematic review analysis was done by going 

through previously available literature. An extensive 
review of hundreds of articles was done from the 
Scopus database to extract relevant information. 
Furthermore, a search was made on Google Scholar to 
identify the articles highlighting the role of quantum 
computing in advancing artificial intelligence. The main 
focus of this review was to cover the articles published 
in the years above 2000. While scrutinizing, major 
attention was put to identify the complex relationship 
between both computing methods and how they can 

synergistically act together to transform the world of 
technology.  

III. Results and Discussion 
a) The Synergistic Potential of Quantum Computing in 

Artificial Intelligence 
Quantum algorithms are generally based on 

quantum circuits that mainly contain quantum gates. 
These gates are designed to execute operations on 
qubits [10]. Quantum circuits play a significant role in 
QC and are used to design novel quantum algorithms 
that hold immense potential in various artificial 
intelligence applications including algorithm optimiza-
tion, natural language processing, cryptography, image 
recognition area, information security, and simulation 
(Figure 2). 
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b) Strengthening Encryption Techniques 
The internet has become an indispensable 

need of the modern world [11]. With the digital 
advancements in the last few years, personal data is no 
longer personal. Due to the substantial rise in data 
breaches and cyberattack cases, there is a growing 
need to protect sensitive information and personal data 
[12]. Encryption techniques are widely used in artificial 
intelligence-based systems for protecting highly 
confidential data. Most conventional encryption 
techniques use Advanced Encryption Standard (AES) or 
Rivest-Shamir- Adleman (RSA) algorithms that are 
dependent upon factoring large numbers to provide 
data confidentiality. Nonetheless, with the tremendous 
progression of AI, there is a constant increase in 
cyberattack cases [13]. Innovative solutions are 
fundamentally needed to bring improvements in the 
cryptography system.  

Quantum computing maintains the integrity of 
data by allowing the inspection of the anonymized data. 
This function allows various businesses and industries 
to analyze personal data without decrypting it, thereby 
maintaining the individuals’ privacy. The main idea 
behind the application of homomorphic encryption in 
QC is to execute the encrypted computational data 
while ensuring the privacy of the individual [14].  

Quantum key distribution (QKD) based on 
quantum mechanics can be employed to deal with 
cybersecurity and encryption issues by providing an 
unsurpassed degree of security [15]. QKD maintains the 
confidentiality of the data by identifying and rejecting all 
attempts to interrupt or change the keys. It further 
ensures the identity of the user by employing quantum 
signatures to avoid impersonation attacks. Moreover, 
factoring large numbers can be easily done with the 
help of QC by using Shor’s algorithms, which otherwise 
would be quite challenging for classical computers. The 
Shor algorithm was first proposed by Shor in 1994 for 
large factor integration. Factoring of large prime 
numbers is an NP-hard problem in the security 
cryptosystem. By employing the ability of QC to perform 
complex computations, the potential of AI systems for 
the development of resilient encryption techniques can 
be enhanced, thereby providing much greater protection 
of confidential data [16]. 

c) Solving Intractable Problems           
The Turing machine was a mathematical model 

developed by Alan Turing in 1936 to describe the 
concepts of computability. This abstract machine 
contains an infinitely long tape divided into cells. It can 
read, write, or remove symbols. Today, digital 
computers have a vast array of applications, but there 
are still many limitations that require superior solutions. 
These limitations signify the importance of developing 
new computing types also known as post-Turing 
computing. This term refers to the different computing 

methods that surpass the limitations of classical 
computers according to the Turing machine model [17]. 
Quantum computers fundamentally have the potential to 
lie in the category of post-Turing computation. As 
compared to Turing machines in classical computers, 
quantum computers are based on quantum Turing 
machines with their performance strengthened by qubits 
and quantum gates [1]. 

Instead of using bits, QC is based on the work 
of qubits that have the potential to generate novel logic 
gates allowing the development of new algorithms that 
could have been quite difficult to construct while using 
classical computing methods. One such example is 
Shor’s prime factorization algorithm [18]. The power of 
classical and quantum computing can be distinguished 
by the breaking speed of an algorithm that has 
revolutionized the development of QC, known as the 
Rivest–Shamir–Adleman (RSA) algorithm. Classical 
computing methods can take billions of years to solve 
this computational problem while QC has the potential 
to solve it within a day [19]. 

Quantum computing offers potential solutions 
to various intractable problems in artificial intelligence 
and classical computing that are considered 
unmanageable. The bit in classical computing can only 
take a single binary value, either 0 or 1 values, while the 
qubits in quantum computing can take both values in a 
superposition state at a time, thereby allowing several 
operations to run simultaneously. In classical 
computing, the record of three bits is equal to 8 possible 
values, and particles can only employ one of these at a 
time. In QC, the qubits are allowed to be present in 
multiple states, so we can use all eight values at a time. 
This means that three qubits can lead to the running of 
eight operations simultaneously due to its property 
known as quantum superposition [20]. This feature can 
help speed up the training process of AI-based models, 
improving their decision-making abilities and tackling 
complicated computational issues that would otherwise 
be deemed impossible to resolve.   

Currently, most of the research is focusing on 
the use of quantum computing in improving AI 
searching techniques. One of the challenges in AI 
search techniques is managing decision problems 
including integer factorization, search issues, and 
machine learning problems. Quantum search is 
considered one of the best techniques of QC that can 
play a crucial role in artificial intelligence. QC can 
exponentially solve decision problems that are 
represented in the form of decision trees. In this regard, 
the Grover search algorithm [21] has shown that QC 
can act much faster as compared to other classical 
approaches in searching an element from the unsorted 
database [22]. Many AI researchers have faith that 
quantum search can prove to be one of the most 
prominent techniques to play a crucial role in artificial 
intelligence [23]. 
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d) Quantum Natural Language Processing (QNLP) 
Natural language processing (NLP) is an 

artificial intelligence-based machine learning technology 
that enables the manipulation and comprehension of 
human languages by computers [25]. QNLP has 
surpassed the capabilities of classical NLP methods by 
providing language modeling, text summarization, 
speech processing, question answering, and machine 
translation more efficiently and accurately. In classical 
NLP methods, these tasks can be quite power-intensive, 
but quantum computers can speed up the process with 
less power consumption, thereby allowing AI models to 
work more efficiently. QNLP further reduces the training 
time for data-intensive artificial intelligence models. By 
transforming the languages into more logical formats 
with the help of string diagrams, quantum computing 
further simplifies natural language processing designs 
on quantum hardware [26].  

Quantum-based artificial intelligence systems 
have the potential to improve natural language 
generation-related tasks including chatbots, and 
automated storytelling by providing better insight into 
human languages [27]. Widdows et al. [28] successfully 
described a quantum-based approach to bigram 
modeling for developing and distributing the sequences 
of words and sentences by employing a quantum circuit 
known as the Born machine. This approach was used in 
the verb-noun composition by utilizing one qubit rotation 
for nouns while two-qubit rotation was used for verbs.  

Social media is widely employed for connecting, 
sharing information, promoting businesses, learning, 
and education purposes [29]. Usually, text used in 
social media is based on code-mixed languages.  Part 
of speech (POS) tagging is one of the principal tasks 
used in social media for different AI-based natural 
language processing applications. It involves assigning 
a POS tag automatically to all the words present in a 
text. Pandey et al., [22] studied the impact of quantum 
machine learning (QML) on different NLP applications. 
He performed the POS tagging on a dataset with mixed 
codes by employing classical long short-term memory 
(LSTM) and quantum-based long short-term memory 

(QLSTM). The data was priorly processed and sorted 
into several batches for each experiment. The results 
showed that the outcomes of QLSTM surpassed the 
classical LSTM in terms of performance.   

The common theoretical model used in all 
QNLP methods is the Categorical Distributional 
Compositional (DisCoCat) model [30]. DisCoCat model 
employed in natural languages fundamentally presents 
the encoding meaning of sentences and phrases in the 
form of quantum circuits on specialized hardware. 
Overall, all QNLP algorithms come up with diverse 
benefits and can be applied successfully on all NLPs. 
One current challenge is the limited accessibility of 
these quantum hardware on a small scale. A hybrid 
approach can be used by integrating the operations of 
classical computers with quantum mechanics-based 
operations. 

e) Quantum Benchmark  
Benchmarks consist of a set of operations or 

inputs that are used to assess the performance of 
computer systems. They provide valuable insights and 
metrics to determine roadmaps and technological 
maturity [31]. There are three different types of 
benchmarks including aggregation, physical, and 
application-level benchmarks. Physical benchmarks 
focus on the physical properties of QC, while 
aggregation assists in determining the performance of 
quantum processors. Application-centered benchmarks 
are based on the metrics acquired by testing real-world 
problems while using quantum processors [3]. 

Currently, there is a scarcity of application-
centered benchmarks exhibiting good hardware 
performance in conventional computing and artificial 
intelligence. This has led to several difficulties for users 
in comprehending the performance of these 
benchmarks. By using quantum benchmarks, a 
comparison of different quantum solutions can be made 
to bring improvements on all layers of the quantum 
computing stack. One such example of an application-
centered benchmark is the “ImageNet” benchmark 
Deng et al., [32] which has led to breakthroughs in AI by 
creating specialized hardware. Another example is 
“Glue” [33] which is a natural language understanding 
system and has been proven to be highly useful in 
improving the performance of machine learning by 
providing standardized datasets that allow active 
comparisons. These types of benchmarks can also 
assist in developing hardware protocols and converging 
applications for diverse AI tools.  

f) Quantum Simulations 
One of the most promising applications of QC 

lies under the category of quantum simulations. QNNs 
can help simulate and comprehend complex quantum 
systems. Quantum systems include microscopic 
particles, molecules, and materials that are related to 
quantum chemistry and modern material sciences. QC 
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Bernstein and Vazirani, [24] studied a class of 
complex decision problems known as BQP (bounded-
error quantum polynomial) that have been reported to 
be easily solved by QC employing polynomial numbers 
of quantum gates. They proposed that similar problems 
like BQP can be quite difficult to solve with classical 
computers. Another example is Simon’s problem which 
is solved by searching for a hidden string based on the 
black box function. QC can easily solve Simon’s 
problems by employing a polynomial number, while 
even the top classical computers will require an 
exceeding number of queries thereby implying that 
quantum algorithms have the exponential speedup 
potentials as compared to the classical algorithms.



can revolutionize the world of molecular simulations by 
authentically predicting the outcomes of different 
complex chemical reactions at a much faster speed 
than other classical computational methods.  

Through the synergistic action of AI and QC, 
quantum simulation can be used to develop cheaper 
reliable batteries. Improved version of batteries is high in 
demand in the electric vehicles industry. Quantum 
computing in combination with artificial intelligence is 
used in battery production for searching the suitable and 
safer materials. To find the best, more powerful, long-
lasting, and cost-effective developing materials for 
batteries, the use of QC has been proven to be highly 
essential. 

Quantum simulation can be used in simulating 
various industrial catalysis processes. With the ever-
growing population, there is a need for the expansion of 
world resources. One of the examples is the production 
of natural nitrogen fixation catalysts, ammonia, which is 
widely used in plant fertilizers. In the ammonia 
production process, researchers are trying to simulate 
the exact natural mechanism of ammonia. Researchers 
have predicted that a quantum computer can correctly 
simulate the different catalytic stages of the nitrogen 
fixation process. The predictive models generated can 
be further used to identify new molecules with little 
energy consumption. These new molecules will be 
further screened to find the best-suited ones for the 
nitrogen fixation catalytic process [34]. 

Engineering simulations are widely used in the 
manufacturing sector. These simulations are for 
example used in aerodynamics and automotive 
industries to reduce the efforts of designing and testing 
physical prototypes. One of the most used numerical 
simulations, also known as the finite-element method 
(FEM) is employed to simulate intricate processes 
including structural dynamics, operating power, and 
aerodynamics. For example, AIRBUS is investigating the 
potential of QC or synergistic potential of AI and QC in 
reducing the usage of computational resources needed 
to test the behavioral features of airflow in computational 
fluid dynamics [35] (Airbus, 2019, Andreas et al., 2021).  

g) Managing Optimization Problems 
One of the greatest challenges in artificial 

intelligence is related to solving optimization problems. 
AI uses machine learning methods (ML) and 
optimization algorithms to identify and withdraw patterns 
from bulk data. Quantum neural networks (QNNs) have 
excelled in managing optimization problems by making 
use of adiabatic computation, quantum approximate 
optimization algorithm (QAOA), Quadratic 
unconstrained binary optimization (QUBO), and 
quantum annealing to look for solutions within a big and 
intricate search space [36]. Quantum approximate 
optimization algorithm (QAOA) is a highly quantum-
based algorithm that is designed to solve optimization 

problems that would otherwise be unsolvable by 
classical computers. QUBO is another quantum model 
that is efficient in solving combinational optimization 
problems. The importance of these optimization models 
cannot be ignored in artificial intelligence and machine 
learning applications [37]. 

Quantum computers are known to give 
polynomial speedup as compared to classical 
computers. It means that the time needed for solving the 
problem polynomially reduces as the size of the 
problem increases. This ability of QC empowers the AI 
system to get in-depth insight into the larger data and 
exhibit greater prediction accuracy. These neural 
networks have revolutionized the world of optimization 
algorithms, and thus have opened new avenues in 
diverse scientific fields to tackle intractable real-world 
problems [38].  

IV. Conclusion 

Quantum computing is an emerging field that 
has diverse potential in various industries. The findings 
in this paper prove that the convergence of AI with 
quantum computing can offer tremendous opportunities 
in the fast-growing technological industries. QC has the 
potential to offer unique processing capacity, optimize 
ML methods, strengthen encryption techniques, and 
simulate complex systems, thereby mitigating the 
hurdles encountered by AI. By employing this integrated 
approach, a multitude of unprecedented benefits can be 
achieved in promoting groundbreaking progress across 
several fields in future. There is a need for more 
exploration to find the potential of this synergistic 
integration of quantum computing in artificial 
intelligence. This interaction can substantially transform 
the world of technology and move us toward a bright 
future filled with tremendous opportunities.  
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Abstract-

 

This research explores an Intelligent Traffic System 
(ITS) designed for real-time optimal routing using traffic 
forecasting and an A* search algorithm. Leveraging a pre-
trained Long Short-Term Memory

 

(LSTM) neural network, I 
predict traffic flow based on historical data to inform heuristic 
functions, ensuring optimal route calculations. The heuristic is 
constructed to be permissible and consistent by incorporating 
predicted traffic flow and average speed measurements. The 
experimental setup involves a messaging virtual machine (VM) 
and a real-time VM within a Xen hypervisor environment, 
utilizing Apache Kafka and Apache Flink for data flow and 
processing. I empirically

 

evaluate the latency performance of 
the ITS under three different Xen schedulers: RTDS, Credit, 
and Credit2. My findings indicate that the RTDS scheduler 
provides superior latency guarantees, making it suitable for 
applications requiring ultra-low latency, whereas the Credit 
and Credit2 schedulers offer better median performance. 
These insights highlight the impact of hypervisor scheduler 
choice on the efficiency and responsiveness of real-time ITS 
applications.

 I.

 

Introduction

 ntelligent Transportation Systems (ITSs) are one of 
the most anticipated smart city services and have 
already seen widespread adoption. The Sydney 

Coordinated Adaptive Traffic System (SCATS) is a fully 
adaptive urban traffic control system that optimizes 
traffic flow and currently operates in more than 37,000 
intersections worldwide. Optimizing traffic flow 
conditions not only shortens travel times but can also 
reduce the carbon emissions generated from road 
vehicle activity [5]. Unfortunately, city-wide traffic control 
models are difficult to study using realworld data. While 
it is possible to develop a model of an ITS using 
historical data, it is difficult to determine its effectiveness 
because traffic conditions would morph under the use of 
the ITS. Therefore, instead of considering city-wide 
coordination, this research focuses on intelligent routing 
based on real-time prevailing traffic conditions, similar to 
the service provided by Google Maps.

 
Traditional traffic flow models rely on shallow 

learning algorithms and only a few conditions to predict 
traffic flow. While these models have been moderately 
successful, they fail to capture the deeper relationship 
between their features and also fail to adapt to changing 

conditions quickly [17]. Deep learning methods, on the 
other hand, have drastically improved the state-of-the-
art in a variety of fields, such as speech recognition and 
object detection. Deep learning’s success is largely 
based on its ability to discover intricate structures and 
relationships between features in large datasets [9]. The 
evolution of traffic flow over time is dynamic and non-
linear, which makes it a perfect candidate for deep 
learning methods. With the advent of the Internet of 
Things (IoT), wireless sensors are able to capture a 
variety of real-world conditions such as traffic accidents, 
weather, and external events like sports games. ITSs are 
then able to aggregate these features to build hybrid 
multimodal methods for traffic flow forecasting using 
deep learning [7,10]. 

However, this data transmission and analysis 
must be performed at ultra-low latency and in real time 
in order to have the intended effect of optimizing the 
operations of a smart city. The combination of compute-
intensive workloads and latency-sensitive applications 
motivates the use of real-time cloud computing. [8] have 
recently introduced a framework for efficient edge and 
cloud computing specifically designed for ITSs but do 
not provide empirical results to substantiate their claims. 
Moreover, current clouds lack service level agreements 
on latency; these clouds provision resources and not 
latency. Such a service level agreement is critical for 
applications like ITSs. 

In this paper, I empirically study the latency 
performance of a simplified ITS on a real-time cloud. 
The rest of this paper is organized as follows. Section II 
presents related work. In Section III, I provide relevant 
background information for the technologies used. 
Section IV covers design and implementation strategies. 
Section V presents my empirical study using a real traffic 
dataset and evaluates the latency of the application on a 
real-time cloud. Finally, Section VI offers conclusions 
and directions for future research. 

II. Related Work 

Traffic flow forecasting has a long history in 
transportation literature, and many techniques have 
been proposed to address this problem. [17] introduce 
an autoregressive integrated moving average (ARIMA) 
process for estimating traffic flows. While the ARIMA 
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model has the benefit that it is easy to interpret, it is not 
able to accurately capture the non-linear, stochastic 
nature of traffic flow evolution. [13] have utilized an 
efficient Bayesian particle filter for tracking traffic flows 
and demonstrated its effectiveness on a dataset from 
the I-55 highway system in Illinois. The authors then 
used the same dataset to evaluate a deep neural 
network with ℓ1 regularization and applied this model to 
predict traffic flows during a baseball game accurately 
[14]. [11] develop a novel model, called LC-RNN, that 
combines both convolutional and recurrent neural 
networks in order to learn the time-series and 
spatiotemporal nature of traffic patterns more 
meaningfully. 

While deep-learning, specifically time-series-
based approaches, have seen the greatest empirical 
success, it is apparent that no single method works best 
for every situation. In general, the most successful 
methods are hybrid methods that can combine 
techniques to improve the accuracy of prediction under 
the prevailing traffic conditions [4]. 

a) Traffic Flow 
Traffic flow forecasting is a challenging problem 

in the space of intelligent traffic management. In this 
paper, I consider traffic flow in a macroscopic context. 
That is, instead of considering each vehicle in a traffic 
stream individually, I rather think of the traffic flow as a 
measurement at a single fixed location in space. The 
traffic flow forecasting problem is thus formally defined 
as follows. At time T, I seek to predict the future traffic 
flow qT+1 at time T + 1 or qT+n at time T + n based on the 
history of traffic data. 

Flow may be considered a temporal 
measurement and is usually expressed in terms of units 
over a period of time. For a single lane of traffic, I can 
define the flow q in region R as 

(1) 

where N is the number of vehicles observed crossing 
region R during timespan T [12]. For multiple-lane traffic, 
I can sum the partial flows across each of the L lanes 

(2)
 

where Nl is the number of vehicles that passed a 
detector’s site in lane l. I also define the mean speed of 
the traffic stream, expressed in terms of miles (or 
kilometers) per hour. In this paper, I consider the time-
mean speed, which is calculated as the arithmetic 
average of the vehicles’ instantaneous speeds in the 
region Rt. The time-mean speed is denoted by v¯t 

 

where vi is the instantaneous speed of the ith vehcile 
[12].

 
b)

 

Vanishing Gradient

 

The vanishing gradient problem as described in 
[3] is particularly prevalent in training recursive neural 
networks. Most neural networks learn weight parameters 
through some gradient-based optimization method, 
such as backpropagation through time. For deep

 

or 
recursive neural networks, backpropagation yields 
lengthy update equations in which gradients may 
become vanishingly small, effectively preventing the 
weight from ever updating its value. There are many 
methods to combat the vanishing gradient problem in 
recurrent neural networks, namely the introduction of 
long short-term memory networks.

 
c)

 

Long Short-Term Memory Networks

 
Given their capacity to memorize long-term 

dependencies, long short-term memory (LSTM) neural 
networks have special advantages for traffic flow 
prediction. LSTMs are a specific type of recurrent neural 
network. Recurrent neural networks are comprised of 
memory cells; memory cells add a loop to the traditional 
perceptron model of a neural network. These loops 
make the network recursive, thereby allowing 
information to persist. Recurrent neural networks have 
been notable in language modeling, speech-to-text 
transcript, and other applications with time-series 
patterns. Whereas traditional recurrent neural networks 
suffer from the vanishing gradient problem during 
training, LSTM networks are specifically designed to 
address the vanishing gradient problem [15]. Just like 
recurrent neural networks, LSTMs are comprised of 
many memory cells. LSTM networks combat the 
vanishing gradient problem through the use of forgetting 
gates, which are special structures added to the 
memory cell designed to allow the cell to forget certain 
information. The typical structure of an LSTM memory 
cell is shown in Figure 1.
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q =
N

T
,

q =
L∑

l=1

ql =
1

T

L∑
l=1

Nl,

v̄t =
1

N

N∑
i=1

vi, (3)
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[15] describes the information flow for a typical LSTM 
memory cell– an LSTM memory cell has three gates: an 
input gate, a forget gate, and an output gate. Each of 
these gates is a way to let information flow optionally 
and is comprised of a sigmoid activation function. The 
sigmoid function squashes values between the range of 
[0,1], representing how much information to let through 
a given gate. At the tth timestep, the output from the 
previous LSTM memory cell, ht−1, is fed into the forget 
gate, which determines how much information from the 
previous gate to keep, ft. The output of the forget gate is 
then multiplied by the previous cell state. The input gate 
determines how much information from the most recent 
observation, xt, to include in the cell state. The current 
cell state, Ct is first passed through the tanh activation 
function and then multiplied with the output from the 
input gate, it, yielding C˜

t. Finally, the current cell state, Ct 

is updated: 

  (4) 

The updated cell state, Ct, is then fed into the 
output gate, which determines the output from the 

current cell state using the sigmoid function, producing 
ot. The memory cell applies the tanh activation function 
to the current cell state to squash the values between 
[−1,1] and multiplies the result with ot, producing: 

 (5) 

While training LSTM networks takes a very long 
time, stacking many of these LSTM memory cells 
produces an extremely powerful model capable of 
learning long-term dependencies, which is particularly 
useful for predicting traffic flow [10]. 

d) A Star Search 
The A Star Search Algorithm (A∗) is an algorithm 

used in graph traversal to find the optimal path between 
any pair of nodes. In my case, I can express a city’s 
roads and freeways as a directed graph in which 
intersections are nodes, and the roads are edges. I can 
use A∗ to find the optimal path between any two points in 
the city. A∗ is an informed search algorithm that makes 
use of heuristics to decide which path to consider next. 
A∗ determines which path to consider next by minimizing 
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Ct = ft ∗ Ct−1 + it ∗ C̃t

ht = ot ∗ tanh(Ct)

Fig.1: Structure of LSTM Memory Cell



  

 

 
 
 
 
 
 
report/images/xen_arch.png 

the cost of the current path to the next node and the 
estimated cost from the next node to the end. 
Mathematically, this is expressed as- 

(6) 

where g(n) is the cost from the start node to node n, and 
h(n) is a heuristic that estimates the cost from node n to 
the end. In order for A∗ to be optimal, this heuristic must 
satisfy two properties: admissibility and consistency. An 
admissible heuristic is any such heuristic that does not 
overestimate the true cost of traveling to the next node. 
A consistent heuristic is any such heuristic that supports 
the following inequality for any two adjacent nodes, x 
and y 

(7) 

III. Background 

This section provides background on the Xen 
hypervisor and the scheduling framework in Xen. It also 
describes a stream-processing engine, Flink, and real-
time messaging middleware, Kafka. 

  

conventional hardware in a safe and resource-managed 
fashion. Xen serves as a virtual machine monitor (VMM) 
that lies between the hardware and guest operating 
systems. Xen controls a special domain called domain 
0, which is responsible for managing all other guest 
domains. Each guest domain acts as a virtual machine 
(VM) and can specify its resource requirement in terms 
of the number of virtual CPUs (VCPUs). The typical Xen 
architecture is shown in Figure 2. Each VM has a guest 
operating system, which is responsible for scheduling 
tasks on to VCPUs. Xen is not only responsible for 
providing virtual resource interfaces to the VMs but is 
also responsible for scheduling the VMs onto physical 
CPUs (PCPUs). There are currently three different 
schedulers in Xen: Credit, Credit2, and RTDS. Credit is 
the default scheduler; it is a generalpurpose weighted 
fair share scheduler. Credit2 is the evolution of the 
default credit scheduler; it is still based on a general 
purpose, a weighted fair share scheme, but it is more 
scalable and efficient with latency-sensitive workloads. 
RTDS is the real-time deferrable server scheduler that is 
specifically designed to handle real-time and latency-
sensitive workloads [18]. 

 

 

Fig. 2: Architecture of a Xen System 

Credit Under the Credit scheduler, each VM 
specifies a weight and optional cap. The weight 
corresponds to the share of CPU a VM will have relative 
to other VMs, and the cap encodes the maximum CPU 
resource a VM can receive. The scheduling algorithm 
itself is implemented with a partitioned queue: each 
PCPU maintains a local run queue of VCPUs, sorted by 
VCPU priority. While a VCPU is scheduled onto a PCPU, 
it burns credits; once the VM is preempted, VCPU 
priorities are recalculated based on the weight, cap, and 
amount of credits consumed. By default, Credit 
uCreditwork stealing load-balancing scheme: if a PCPU 
has no VCPUs in its run queue, it will steal VCPUs from 
other cores. 

Credit2 The Credit2 scheduler is similar to the 
default Credit scheduler in that it focuses on fairness, 

but Credit2 also aims to address issues of latency and 
scalability. Credit2 uses a similar weighting scheme as 
Credit Credit, assigning a weight to each VM. Credit2, 
however, does not have support for caps like Credit 
credit and is also not CPU mask-aware. As a result, a 
VM cannot pin its workload to specific CPUs. 

RTDS Under the RTDS scheduler, each VM 
specifis a budget and period. While a VCPU is 
scheduled onto a PCPU, it consumes its budget until 
the budget is exhausted. The end of the period marks 
the deadline for a VCPU; at this time, any remaining 
budget is discarded, and then the budget is 
replenished. The scheduling algorithm is implemented 
using a global run queue sorted by VCPU deadline. This 
event-driven approach differs from the quantum-based 
approach used by the Credit and Credit2 schedulers. As 
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f(n) = g(n) + h(n),

h(x) ≤ distx,y + h(y)

a) Xen
Xen [2] is a popular open-source virtualization 

platform that allows multiple virtual machines to share 



  

 

a result, this avoids invoking the scheduler 
unnecessarily, which should reduce overhead. 

b) Apache Flink 
Apache Flink is a distributed stream-processing 

engine that provides data distribution, communication, 
and fault tolerance for distributed computations over 
data streams. Flink’s programming model is a 
generalization of the MapReduce paradigm. The Flink 
API offers a set of useful transformation operations, 
such as join and filter, in addition to the traditional map 
and reduce functions. Applications specify a series of 
lazy transformations to an unbounded data stream, 
which are connected to sources and sinks. The Flink 
engine then uses a cost optimizer to determine an 
efficient execution plan called a dataflow. This dataflow 
is internally represented as a directed acyclic graph 
from sources to sinks with transformation operators in 
between. Sinks trigger the execution of the necessary 
lazy transformations [1]. 

c) Apache Kafka 
Apache Kafka is a distributed streaming 

platform that provides data pipelines and fault tolerance 
for streams of records across topics. Kafka makes use 
of two core APIs: the producer API allows an application 
to publish a stream of records to one or more topics, 
and the consumer API allows an application to 
subscribe to one or more topics and process the stream 
of records produced to them. Multiple producers may 
send streams of records on the same topic, and 
numerous consumers can also subscribe to the same 
topic. Each topic is spread over a cluster of Kafka 
brokers, with each broker holding at least one partition 

of the topic. Kafka uses Apache Zookeeper to help 
coordinate these services. Kafka is designed to meet 
high throughput and low latency requirements, making it 
an extremely suitable choice for real-time streaming 
applications. 

IV. Design and Implementation 

The previous section provided an overview of 
background information relevant to this paper’s 
methodology. This section explores specific design and 
implementation choices. 

a) Dataset 
In order to create a model of an ITS, I needed 

historical traffic data to train and test a predictive model 
as well as data to use to study the latency of the 
application empirically. The California Transportation 
Performance Measurement System (PMS) collects real-
time data from nearly 40,000 individual detectors across 
the freeway system in the state of California. PeMS 
provides data at a granularity of 5-minute intervals and 
includes features such as flow and average speed. 
These features are available across each lane and as 
aggregates for a given detector station. The raw data 
that comes from the single lanes is recorded every 30 
seconds and then aggregated after every 5 minutes. 
While the real-time 30second granularity data is not 
made publicly available, the 5-minute granularity data is. 
For this research, I have downloaded data for March 
2018 at 5-minute granularity. The data includes the 
timestamp, flow, and average speed (across individual 
lanes as well as aggregates); the data were taken from 
six different detector locations in southern California. 

Table 1 describes the detector locations and provides their latitude and longitude. 

Table 1: Detector Locations 

Detector 
Number 

Canonical Name Primary 
Freeway 

Intersection Latitude  Longitude 

1 El Segundo 405S 105E 33.928621 -118.368522 
2 Wilmington 405S Wilmington 33.825757 -118.24005 
3 Long Beach 405S 710S 33.824173 -118.207084 
4 Athens 105E 110N 33.928478 -118.284031 
5 Lynwood Gardens 105E 710S 33.914156 -118.184451 
6 East Rancho Dominguez 710S East Rancho Dominguez 33.877433 -118.192776 

 

b) Model of ITS 
I seek to create a model of an ITS that will 

predict future traffic flows and use this prediction to 
provide optimal routing using the A∗ algorithm. First, I 
must create a model that can forecast future traffic flows 
based on historical data. 

Evaluation Metric Given that this is a regression 
problem, I choose to train my models to minimize the 
mean squared error loss (MSE). MSE is defined as- 

(8)
 

where hi is the predicted flow for the ith test data point 
and yi is the true flow. Recall that the MSE loss metric is 
very sensitive to outliers and noise. To reduce this 
sensitivity, I preprocess my data by scaling non-time 
features between the range of 0 and 1. Once the 
network has been trained and I use it to predict traffic 
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L =
1

N

N∑
i=1

(hi − yi)
2,



  

 

flows, I will transform the prediction back to its original 
scale. Algorithms 1 and 2 describe how I scale the data 
down before feeding input into the network and then 

transform the data back to its original scale to evaluate 
the network’s performance. 

 
     

 

 
   
     
  

 

 
 

       
 

       
  

 
 

 

 
 Table

 

2:

 

Model Scores

 

    

      
     

     
     
     

 

LSTM I have implemented the LSTM neural 
network in Python using TensorFlow. Existing studies, 
such as [9], have shown that stacked LSTM layers in a 
neural network can lead to higher levels of 
representation of time-series data, which increases the 
effectiveness of the model. I adopted this architectural 
choice when I was working

 

on the architecture. In order 
to prevent overfitting, I utilize dropout– a technique that 
randomly drops units and their connections during 
training [16]. The stacked LSTM layers are then 
connected to two fully connected layers. Recall that I 
preprocess the data and scale it to a range of 0 and 1, 
which is why the last layer only has one unit. I use the 
default activation function for the stacked LSTM layers, 
tanh, but select the rectified linear unit (ReLU) function in 
fully connected layers. ReLU is defined as

 

ReLU(x) = max(0,x) (9)

 

ReLU provides two primary benefits. First, it is 
very easy to compute relative to other activation 
functions like the sigmoid function or tanh, which 

speeds up training time. Furthermore, ReLU helps 
prevent the vanishing gradient problem during training. 
Table 3 summarizes neural network architecture.

 

The network receives a 12x1 vector of scaled 
traffic flows as input, corresponding to the previous 12 
observations of traffic flows, scaled between a range of 
0 and 1, at 5-minute

 

intervals. This vector represents the 
past hour’s worth of traffic data. The network predicts 
the next value of flow, corresponding to traffic flow five 
minutes in the future.

 

I can see from Table 2 that the trained LSTM 
neural network performs extremely well on test data. 
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Algorithm 1: Preprocess Data
min X.min;
max X.max;
Xscaled (X −min)/(max−min);
return Xscaled;

Algorithm 2: Transform Data to Original Scale
Xoriginal Xscaled ∗ (max−min) +min;
return Xoriginal;

←
←
←

←

Comparison of Methods I chose to evaluate five 
different regression methods and select the model that 
gave the lowest MSE. I aggregate data across all six 
detector locations into one cumulative dataset and use 
this dataset to create a predictor. This cumulative 
dataset is used to develop a predicted model and 
empirically study the latency of my application on a real-
time cloud. I split this dataset into training and testing 
sets; I used 80% of the data for training and 20% of the 
data for testing. Once the models had been trained, I 
measured their performance on the unseen test data 

(on the original scale) as well as the mean absolute 
percentage error and R2 value for each regressor. 
Although all models appear to perform extremely well on 
the dataset, I chose the LSTM neural network for two 
reasons. First, it is the model that has the lowest score. 
Second, as I have mentioned in Section II, LSTM neural 
networks are the state-of-the-art prediction method for 
forecasting traffic flows. In order to create the most 
realistic workload, I should select the model that is most 
likely to be used in a real-world context.

again using MSE as a metric. Table 2 presents the MSE 

Model MSE MAPE R2

LSTM Neural Network 985.455275 23.091062 0.962043
Linear Regression 1013.644990 23.702992 0.960957
Random Forest 1083.919621 24.140704 0.958250
Gradient Boosting Decision Tree 1151.047555 25.586357 0.955664
Decision Tree 1988.652076 32.951715 0.923402



  

 

Since the network has been trained, I have used it as a 
predictor in my experiments. 

Table 3: LSTM Neural Network Architecture 

Layer Shape Dropout Activation 

LSTM 256  N/A  tanh  

LSTM 128  0.2  tanh  

Dense 64  0.4  ReLU  

Dense 1  N/A  ReLU  
 

Heuristic Recall that I use traffic prediction as a 
means of creating a heuristic for search algorithms. In 
order for the A∗ search algorithm to be optimal, the 
choice of heuristic must be admissible and consistent. 

I make use of the average speed measurement 
as well as the predicted flow in order to create a 
heuristic function. Consider the case in which I only use 
predicted flow in heuristic. A very low prediction for flow 
might indicative that I expect a lot of heavy, slow-moving 
traffic, in which case only a few vehicles actually cross 
the inductor loop. On the other hand, the low value of 
precited flow might indicate that it is not a busy time on 
the highway, such as early in the morning. Therefore, I 
hypothesize that the heuristic would be most informed 
using information about the predicted flow and average 
speed. To enforce admissibility, I bound heuristic so that 
it is no greater than the true distance. Because I have 
the latitude and longitude coordinates, I am able to 
calculate the true distance along the freeway between 
any  pair of detectors. We, therefore, define heuristic  as 

  

where distn is the true distance to node n in the graph, v¯ 
is the average speed across the previous 12 
observations, and q is the forecasted flow. Notice that I 
subtract the average speed from 70, the speed limit on 
the freeways. This associates a higher cost with very 
slow-moving traffic and a lower cost for conditions 
without traffic congestion. Observe that the heuristic is 
both permissible and consistent by construction, so the 
A∗ search algorithm is optimal. 

c) Experimental Setup 
I create two VMs on a server running Xen to 

handle the dataflow and workload of the experiment. 
One VM is responsible for producing messages to a 
Kafka input topic and consuming messages from 
another Kafka output topic. The other VM is responsible 
for running a Flink application that will consume 
messages from the Kafka input topic, pass these 
records through the pre-trained LSTM neural network to 
create a prediction, run A∗ search with this prediction, 
and then publish results to the Kafka output topic. I 
denote the former VM as the messaging VM, whereas 
the latter VM is the real-time VM. The messaging VM is 
responsible for measuring latency, which will be 
discussed shortly. Figure 3 describes the experimental 
setup. 

Hardware and Resource Provisioning This 
configuration resides on a server with an 8-core Intel 
Xeon ES-2620 CPU and 64 GB of memory. The server is 

 

 

 

Fig. 3: Experimental Setup 

configured with Xen 4.10 as the hypervisor and Ubuntu 
16.04 as the domain0 operating system. Each of the 
guest domains also run Ubuntu 16.04. 

Within the messaging VM, I created Kafka 
producers for each detector location for a total of six 
producers. I made one consumer for the output topic. 

Recall that Kafka also requires Apache Zookeeper to 
help coordinate services. Since I want to be able to pin 
each of these processes to a specific VCPU, the 
messaging VM requires eight cores. I allocated 16GB of 
memory to this machine since it will be responsible for 
running many services. Within the real-time VM, I will 
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h(n) = min(0,min(distn, (70− v̄) ∗ q)), (10)



  

 

only run the Flink application. I allocate this VM only two 
cores and 8GB of memory. 

Flink Application The Flink application provides 
the workload whose latency I will empirically study. At 
initialization, the application loads the pre-trained LSTM 
neural network from memory and initializes a directed 
graph. The directed graph consists of nodes 
representing the detector locations and edges 
representing the freeways. As a source, the Flink 
application consumes from the Kafka input topic. Each 
record contains four fields: a detector location, average 
speed, traffic flow, and a timestamp. The average speed 
and traffic flows are both 12x1 vectors of the raw data at 
5-minute intervals as captured by the detector. As soon 
as the application receives a new record, it parses this 
information and scales the measured flows into the 
range [0,1]. The application then feeds these scaled 
flows into the LSTM neural network and creates a 
prediction, which is immediately transformed back to its 
original scale. The application then uses this heuristic to 
run the A∗ search algorithm to find the optimal path 
between the El Segundo and Long Beach detectors. 
Finally, the application creates a new record of the 
following information: detector location, average speed, 
traffic flows, timestamp, predicted flow, and path 
returned by A∗. As a sink, the Flink application publishes 
these new records to the Kafka output topic. 

Latency Calculation It is well known that 
traditional timestamping methods, such as the C routine 
dogettimeofday(), are unreliable in virtual environments 
[6]. To remedy this issue, I created a custom Python 
module that utilizes timestampcounter scaling in order 
to measure time precisely. This module provides an API 
to read the current value of the timestamp counter into 
the ex: tax registers and return this value. Once I have 
this value, I can convert it into nanoseconds by dividing 
it by the clock frequency of the CPU, assuming the clock 
frequency is constant. To enforce a continual clock 
frequency, I change the power settings in the system’s 
BIOS. Although the CPU can optimize its power 
consumption through different p-states (performance 
states) and minimize power consumption through c-
states, these create variability in the clock frequency of 
the CPU. By disabling these features, I fix the clock 
frequency. In this case, I fixed the clock frequency to 
2.1GHz. I implement highly precise latency calculations 
in the messaging VM using this method. 

Each producer calls the custom module just 
before sending the message and appends the 
nanosecond timestamp to the record. When the 
consumer receives a record, it has access to this 
original timestamp. Therefore, the consumer can call the 
custom module and timestamp as soon as it receives a 
new record; the difference between these two 
timestamps represents the application’s latency in 
nanoseconds. 

V. Evaluation 

I empirically evaluate the latency of the Flink 
application on each of the three schedulers within Xen. 
One experiment corresponds to sending 20,000 records 
through the Flink application and recording the latencies 
for a given configuration. Each of the six producers 
sends a message from their detector location once 
every 100ms. Although real-world data comes only every 
5 minutes, I accelerate the rate in order to achieve a 
suitable workload. 
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a) RTDS
Recall that within the RTDS scheduler, each VM 

must specify a budget and a period. Given that 
producers are sending messages once every 100ms, I 
set the period of the real-time VM to 100ms. Initially, I 
provide the real-time VM with access to the entire PCPU-
that is, I set the budget to be equal to the period of 
100ms. An ECDF curve of this configuration is shown in 
Figure 4. I can also specify a budget less than the value 
of the period, effectively giving the real-time VM partial 
access to the CPU or a "partial CPU." The benefit of not 
consuming the entire period is that the system may 
reclaim idle clock cycles and improve overall efficiency. 
If I keep the period the same, then I can discover a 
budget that gives the same latency performance as if 
the real-time VM had exclusive access to the CPU. I do 
so by first allocating a very small budget and then 
incrementally increasing the budget until the ECDF 
curves overlap. In nearly all cases, the budget was 
smaller than the period, and the maximum latency of the 
partial-CPU experiments was greater than those of the 
full-CPU counterpart. Table 4 summarizes these results. 
When I set the budget to 777500,



 

 

 

 
Fig. 4: ECDF of Latency Distribution RTDS Scheduler 

Table 4:
 
Maximum Latencies for RTDS Experiments

 
Scheduler Budget (µs) Period (µs) Maximum Latency (ms)

 
 

 
      

  
    
      

    
  

 
 
I actually observed an improvement in the 

maximum latency observed. On the other hand, almost 
all of the partial-CPU experiments yielded ECDF curves 
that indicated a critical majority of the latencies were 
smaller than those of the full-CPU counterparts. 
Consider Figure 5, which shows the ECDF curves of the 
full-CPU and budget=77500 experiments.

 
Not only does this experiment have a smaller 

maximum latency and, therefore, can provide a better 

service-level agreement, but the ECDF curve also lies 
above that of the full CPU experiment. This behavior is 
also exhibited in the other experiments with budgets 
greater than 76750. The experiment with the budget set 
to 76750 showed near equivalent performance both in 
terms of maximum latency, as seen in Table 4, but also 
with respect to their ECDF curves, as seen in Figure 6.

 

 

Fig. 5: ECDF Latency Distribution Partial CPU (0.775) vs. Full CPU RTDS Scheduler 

 
 
 
 
 
 
report/images/rtds_full.png 
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Scheduler Budget (µs) Period (µs) Maximum Latency (ms)

RTDS 100000 100000 48.52186857142857
RTDS 80000 100000 55.77778047619047
RTDS 77500 100000 38.0649180952381
RTDS 76750 100000 49.31550476190476
RTDS 76000 100000 61.50309523809524
RTDS 75000 100000 55.69025428571428



  

 

 

Fig.
 
6.

 
ECDF Latency Distribution Partial CPU (0.7675) vs. Full CPU RTDS Scheduler

 

b)
 

Credit
 

Under the default Credit scheduler, each VM 
can specify a weight and optional cap. The cap is 
expressed in terms of the number of VCPUs. While it is 
not a direct equivalence, I can vary the cap parameter 
for the real-time VM to achieve a similar effect as the 
partial CPU cases that were discussed with RTDS 
above. We, therefore, conduct two experiments: one 
without any caps and one with a cap. Recall that the 
partial-CPU experiment that was most similar to the full-
CPU experiment using the RTDS scheduler had

 

a 
budget of 76750 and a period of 100000. Therefore, 
since the real-time VM had two cores, it effectively made 

up of 2 = 153% of a single PCPU. Because the 
cap parameter in Credit iCreditessed in terms of the 
percentage of CPUs, I set the cap of the real-time VM to 

be 153 for the partial-CPU Credit experiment. Table 5 
Creditizes the experimental results.

 

 

  

 
 

Table 5:

 

Maximum Latencies for Credit Experiments

 

   
   
 

 

Fig.

 

7:

 

ECDF Latency Distribution Full CPU Credit vs. Full CPU RTDS
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Scheduler Cap Maximum Latency (ms)

Credit 0 (None) 116.94941476190476
Credit 153 1040.939347142857

Figure 7 shows the ECDF curves for the full 
CPU experiments using Credit and RTDS schedulers. 
The full-CPU Credit scheduler distribution exhibits
characteristics similar to those of the partial-CPU RTDS 
experiments. The majority of the Credit ECDF curve lies 
above that of the RTDS, and it has a higher maximum 
latency. Figure 8 shows the ECDF curves for the partial 
CPU experiments using Credit and RTDS schedulers. 
Observe that the green line corresponding to the Credit 
Partial CPU ECDF curve trails off of the plot. This is 
because the partial-CPU credit experiment’s maximum 
latency was abysmally large—over a second. If the plot 
were to show the entire graph, the two curves would be 
indistinguishable, so I limit the X-axis for readability.



 

 

 

Fig. 8: ECDF Latency Distribution Partial CPU Credit vs. Partial CPU RTDS 

c) Credit2 
Although Credit2 is the evolution of the Credit 

scheduler, it does not yet support a cap feature. As a 
result, I cannot run experiments that limit the CPU of a 

VM. We, therefore, only run one experiment, which is 
equivalent to the full-CPU scenarios described above. 
Table 6 summarizes the experimental results. 

Table 6: Maximum Latencies for Credi2t Experiments 

 
   

 

 

 
  

 

 

Fig.
 
9:

 
ECDF Latency Distribution Full CPU Credit2 vs. Full CPU Credit vs. Full CPU RTDS

 

It is readily apparent that the choice of 
hypervisor is largely dependent on the use case. For 
applications that require ultra-low-latency service level 
agreements, the RTDS scheduler is the clear choice. For 
other applications that are more concerned with median 
performance, the Credit and Credit2 schedulers seem to 
provide better performance. Although I artificially 
accelerated the input rate of the producers to achieve a 
more critical workload, this workload demonstrates the 
performance benefits and drawbacks of each scheduler.

 

VI.
 

Conclusion
 

I have developed a model of an ITS
 

that 
provides real-time optimal routing through the use of 

traffic forecasting. I have used this model as a workload 
to empirically study the effect that the choice of 
scheduler has on the latency of the application. It is 
evident from these experiments that the choice of 
scheduler largely depends on the application’s use 
case. The RTDS scheduler provides excellent latency 
guarantees, whereas the Credit and Credit2 schedulers 
are more general-purpose. It is important to note that I 
have sacrificed a few real-world conditions in order to 
create a viable workload. First, I have statically defined 
the start and end locations for the A∗

 

search algorithm. In 
contrast, in the real world, they would certainly be more 
dynamic, and the network graph would be significantly 
larger in order to represent the roads and freeways of 
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Scheduler Maximum Latency (ms)

Credit2 951.1479685714286

Credit2 suffered from the same behavior that 
was observed under the default credit scheduler– the 
maximum latency was tremendously large even though 
a significant portion of the records were processed 
faster than in RTDS. Figure 9 shows the ECDF curves for 

all three full-CPU experiments. Observe that I limited the 
X-axis of this plot for readability due to the same 
reasons discussed above: the large maximum latency 
would otherwise make the graphs indistinguishable.



  

 

the surrounding area accurately. Additionally, I have 
artificially increased the rate of input in order to achieve 
a critical workload and demonstrate the effectiveness of 
the three schedulers. Although most cities do not 
currently have real-time traffic data, the advent of self-
driving cars and other IoT devices has significant 
implications for the amount of data being transmitted 
and computed. This work creates several future 
research opportunities in a variety of different areas. It 
may be useful to examine the source code to 
understand better why the RTDS scheduler lacks some 
aspects of efficiency relative to Credit and Credit2. This 
work may also be extended to compare the effects of 
different architecture choices, such as the choice of a 
different messaging middleware. Lastly, although this 
work provides a basic model of an ITS with routing 
capabilities, there are many possible features to 
integrate into this model to make it more applicable to 
the real world. 
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Abstract-

 

This research delves into the multifaceted

 
implications

 

of

 

customer

 

feedback

 

within

 

the

 

e-commerce

 
landscape,

 

focusing

 

on

 

product

 

reviews

 

on

 

Amazon.

 

The

 
study

 

meticulously

 

examines

 

over

 

1,400

 

unique

 

product 
reviews to decipher patterns, extrapolate trends,

 

and

 

offer

 
actionable

 

recommendations

 

for

 

the

 

evolv-

 

ing

 

e-commerce

 
paradigm.

 

The

 

dataset

 

comprises

 

16

 

distinct features, 
including product ratings, textual re-

 

views,

 

prices,

 

and

 
discounts.

 

Preliminary

 

data

 

explo-

 

ration

 

reveals

 

a

 

prevalence

 
of

 

high

 

ratings,

 

indicative

 

of an overarching positive 
sentiment among Amazon’s

 

clientele. Furthermore, features 
related to pricing and

 

discounts

 

hint

 

at

 

the

 

intricate

 

interplay

 
between

 

economic

 

factors

 

and

 

customer

 

feedback.

 

Through

 
data

 

prepa-

 

ration

 

techniques,

 

including

 

numeric

 

extraction

 
and

 

missing data handling, the research ensures the dataset’s

 
readiness for advanced statistical and machine learning

 
analyses. Leveraging the CRISP-DM methodology, the

 

study 
uncovers insights into customer satisfaction, the

 

impact of 
pricing strategies, and the significance of in-

 

depth reviews. 
These findings provide actionable insights

 

for

 

e-commerce

 
platforms

 

and

 

vendors,

 

underscoring

 

the

 

importance

 

of

 
understanding

 

customer

 

sentiments

 

for

 

informed

 

decision-
making

 

and

 

cultivating

 

positive

 

customer

 

relationships.

 I.

 

Introduction

 he digital age has ushered in an era where vast

 
amounts of data are at the fingertips of

 
organizations

 

[1].

 

For

 

businesses

 

[2],

 

especially

 

in

 
the

 

financial

 

sector, this data is a goldmine, offering 
insights into

 

customer behaviors, preferences, and 
patterns. Among

 

the various data types,

 

credit card 
transaction data is

 

particularly

 

intriguing,

 

encapsulating

 
a user’s

 

spending

 

habits, preferences, and

 

financial

 
behaviors.

 
Segmenting

 

users

 

based

 

on

 

this

 

data

 

can

 
unveil

 

distinct groups with unique characteristics, 
enabling

 

businesses

 

to

 

tailor

 

their services, offers,

 

and

 
mar- keting

 

strategies

 

accordingly

 

[3],

 

[4].

 

This

 

research

 
navigates

 

this segmentation journey,

 

harnessing

 

the

 
power

 

of

 

the

 

KDD

 

process

 

and

 

clustering techniques. 

II.

 

Data Understanding

 The dataset under scrutiny encapsulates the 
behav- iors

 

of

 

8950

 

active

 

credit

 

card

 

users,

 

spanning

 
18

 

behavioral variables. These variables range from 
basic

 

metrics like balance and credit limit to more 

intricate ones like purchase frequency and cash 
advance trans- actions. 
A cursory exploration of the dataset reveals: 
• A diverse range of balances, with some users 

maintaining high balances and others minimal 
amounts. 

• Various purchasing behaviors, with certain users 
inclined towards one-off purchases and others 
towards installment-based ones. 

• Discrepancies in credit limits, indicating differing 
creditworthiness among users. 

• Missing data points in certain columns necessi- 
tating preprocessing steps before deeper analysis. 

III. Data Preparation 

A rigorous data preparation phase was 
undertaken to ensure the dataset’s suitability for 
clustering. This phase is pivotal in the KDD process [5], 
[6] as it sets the stage for effective data mining. Key 
steps included: 
• Missing Value Imputation: Credit card data often 

contains missing values, either due to errors or 
omissions. The CREDIT LIMIT and MINI- MUM 
PAYMENTS columns, which had missing values, 
were addressed by imputing the mean of the 
respective columns. This strategy ensured that the 
overall distribution of these columns remained 
unaffected while providing a reasonable estimate for 
the missing values. 

• Standardization: Given the varying scales and units 
of the dataset’s features, a standardization step was 
crucial. This ensured that each feature contributed 
equally to the clustering process, pre- venting any 
single feature from dominating the clustering due to 
its scale. 

• Dimensionality Reduction: With a multitude of 
features, reducing dimensionality can sim- plify the 
clustering process and make visual- izations 
feasible. Employing Principal Compo- nent Analysis 
(PCA), the dataset’s dimension- ality was reduced, 
making it more manageable and visualization-
friendly. The first two principal components, which 
captured a significant portion of the dataset’s 
variance, were retained for sub- sequent steps. 
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IV. Modeling

The modeling phase is a pivotal step within the
Knowledge Discovery in Databases (KDD) process. It
entails applying data mining algorithms to extract
patterns or knowledge from the prepared dataset[7].
The overarching goal of this phase was to segment
credit card users based on their behavioral patterns.

a) Optimal Cluster Determination
Before proceeding with clustering, it’s

imperative to determine the optimal number of clusters.

This ensures that the granularity of segmentation is 
neither too broad nor too specific.

For this purpose, the elbow method was
employed, a technique that identifies the number of 
clusters at which the reduction in within-cluster
variance startsto show diminishing returns.

Fig. 1: Elbow Plot for Determining Optimal Number of Clusters

From the elbow plot, the inflection point
around four clusters suggested that segmenting users 
into fourdistinct groups would be the most effective.

b) Clustering with K-Means
K-means was the algorithm of choice for

clustering due to its effectiveness in partitioning
datasets intonon-overlapping subgroups. The algorithm
works by:

1. Initializing k centroids randomly.
2. Assigning each data point to the nearest centroid.
3. Recomputing the centroid of each cluster based on

its constituent data points.
4. Repeating the assignment and recomputation steps 

until cluster assignments no longer change or a set
number of iterations is reached.

Upon application to the standardized dataset, 
users were segmented into the previously identified four
clusters. Each of these clusters represents a distinct
group of users, differentiated by their credit card usage
behaviors.

V. Evaluation

The evaluation phase provides a critical 
assessment of the clusters formed, ensuring they are 
interpretable, actionable, and aligned with the initial
objectives ofthe research.

• Cluster Characteristics: Each cluster was exam-ined 
to understand the dominant behaviors of its
members. For instance, one cluster might consist
predominantly of users with high one-off pur-chase 

values, suggesting a pattern of infrequent, high-
value shopping behaviors. Another cluster might be
characterized by frequent cash advances, indicating 
users who might be facing financial challenges or
have immediate liquidity needs.

• Cluster Visualization: Visualizing the clusters,
especially in reduced-dimensional space (e.g., us-
ing the first two principal components), provides an 
intuitive grasp of how distinct the clusters are and 
how they relate to each other in the feature space.

• Inter-cluster Analysis: By examining the centroids of 
the clusters, one can derive insights into the 
”average” behavior of each segment. This is crucial 
for businesses aiming to tailor marketing strategies
for each segment.

• Intra-cluster Analysis: Within each cluster, the
variance or spread of data points was analyzed.A
tighter cluster indicates members with very similar 
behaviors, while a more dispersed cluster suggests 
a broader range of behaviors within that segment.

Through this comprehensive evaluation, it was 
evident that the clusters formed are distinct and
insightful. Each cluster offers a unique lens into a 
segment of credit card users, providing businesses with 
granular insights into user behaviors and preferences.

VI. Conclusion

The application of the KDD process in 
segmenting credit card users has demonstrated the 
profound poten- tial of data mining in unveiling hidden 
patterns within datasets. By methodically progressing
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through data understanding, preparation, modeling, and 
evaluation, this research has segmented credit card
users into discernible clusters, each echoing unique 
behavioral patterns.

Such segmentation provides businesses with a
deeper understanding of their customer base, enabling
them to devise personalized marketing strategies, of-
fers, and services. In an era where enterprises strive for
personalization and meaningful customer engagement,
the insights derived from this study are of paramount
importance.

Furthermore, this research underscores the 
signifi- cance of a structured approach to data analysis,
empha-sizing the importance of each phase in the KDD 
pro- cess. As the field of data mining continues to 
evolve, methodologies like KDD will remain instrumental 
in transforming raw data into actionable knowledge.
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Rajaa Amellal α & Mr. Habibi Mohamed σ

Abstract- In this paper, we propose a novel mixed-integer 
optimization formulation for the optimal design of a 
reconfigurable antenna inspired by methodology to design 
frequency reconfigurable patch antennas using multi-objective 
genetic algorithms (MOGA) genetic algorithm trained by 
recurrent neural networks and nondominated sorting genetic 
algorithm II (NGSA-II) improve global optimization capability by 
diversity detection operation to surrogate a model optimized. 
Experimental validation of Pareto-optimal set miniaturized 
multiband antenna designs is also provided, demonstrating a 
new optimization technique. The oriented design here is 
practiced for improving reflection coefficient S11, and gain 
specifications at the frequency band that is achieved by sizing 
the design parameters using our proposed method in the 
author's way the performance parameters were predicted by 
an iterative process of particle swarm optimization based on 
feed-forward neural networks (FFNN). The proposed 
optimization technique is successfully attracted as a problem 
solver for designers to tackle the subject of antenna design.
which works in the frequency range from 200 MHz to 
224.25MHz (50% impedance bandwidth at operated frequency 
200 MHz) sequentially is obtained.

I. Introduction

ith the increasing demand for smarter antenna 
design in advanced technology applications,
Several antenna structures are suitable for the 

implementation of reconfigurable antennas, among 
patch antennas are beautiful structures for various types 
of reconfigurations.

There are two main domains to be researched 
for reconfigurable antennas; one is to reconfigure the 
radiation patterns at fixed operating frequencies, and 
the other is to reconfigure the operating frequencies with 
uniform radiation patterns [1]. However, the core of the 
desired characteristics of a modern reconfigurable 
antenna is that the design of the antenna has a high 
real-time requirement for the optimization algorithm to 
reconfigure the radiation patterns [2] and reduce the 
interferences over an extensive band. There is a large 
gap between the present research and the ultimate 
objective. Our method is illustrated using a miniaturized 

multiband antennas and accelerated automated design 
optimization of antenna structures using variable-
resolution computational models are highly desirable in 
modern wireless communications.

Integrating the GA-RNN surrogate model with 
multi-objective genetic algorithms (MOGA) establishes a 
fast multi-objective inversed optimization framework for 
multi-parameter antenna structures based on NSGA. 
NSGA is a dominance-based multi-objective 
optimization algorithm developed on genetic algorithms, 
where NSGA-II overcomes some of NSGA's 
shortcomings [8].

And has excellent performance in 2–3 objective 
optimization. Finally, a Pareto-optimal set miniaturized 
reflection coefficient and Gain corresponding to 
optimized antenna design are presented, demonstrating 
that the proposed model provides better prediction 
performance and considerable computational savings 
[3].

It includes evolutionary algorithms such as the 
Genetic Algorithm (GA), and Particle Swarm Algorithm 
(PSO). The signal transmission and reception systems 
of reconfigurable antennae that increase various 
diversity methods to improve the quality of the signal 
and lessen interference in terms of time and frequency 
[5], further their remarkable advantages such as cost-
effective, consolidated effortless fabrication process, 
conformable, satisfactory bandwidth (BW)[7-6].

The optimization parametric space corresponds 
to design configuration, and thus, only discrete 
optimization algorithms can be used and trained by 
artificial neural networks [4]. These methods have a 
slower convergence rate than local methods because 
they can’t take advantage of the solution space 
regularity. Second, the newly added sample operators 
are well-fitted regarding the optimization objectives to 
speed up convergence [7].

This paper aims to briefly describe the 
algorithms and present their application to antenna 
design problems.

The rest of the paper is organized as follows. 
Section 2 formulates the data antenna concerning the 
space design problem. Section 3 presents the 
performance of the antenna parameters predicted by 
the model based on the PSO-FNN. Section 4 achieves 

W

multiband antenna design example [2,3]. Miniaturized 
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the output and inputs for the GA-RNN model to estimate 
the desirable values of S11 and Gain accurately 
establishes the fast inversed multi-objective antenna 
optimization framework by combining the result of data 
antenna offering by HFSS and GA-RNN for the multi-
objective optimization improved with NSGA2. Section 5, 
offers the result of the parameters surrogate the simple 
model of the patch antenna and gives the result of 
Pareto optimal design, secondly demonstrates the 
performance by simulating the fitness and accuracy of 
neural networks. 

II. Methodology and Problem 
Description 

In the first step of the GA process, the initial 
population is created and the fitness value of each 
individual in the population is calculated. Then, 
individuals selected from the population according to 
the fitness value are crossed and the two parents create 
a new individual from the individual's genetic codes [3-
5]. The search space is expanded by making random 
changes in the individual's genes with the mutation in 
the next step. 

The next step of Data generation. After 
confirming the initial antenna shape of the patch 
antenna, optimal design parameters must be 
determined. All the optimization processes are 
performed automatically [10]. For accurately modeling 
the antenna, a suitable amount of data set includes 
training, validation, and test data (XTrain, XVal, and 
XTest) [5], and corresponding desired outputs (YTrain, 
YVal, and YTest) of recurrent neural networks based on 
model sequential of Keras and weighting by genetic 
algorithm process. 

MOGA optimization is used in the field of 
surrogate models mainly to design the characteristics of 
the patch-feed [5], width, and length with the objective 
of performance enhancement. 

There are two objectives to be satisfied. The first 
is that the antenna should be impedance-matched over 
a frequency range [3], The second objective is 
acceptable to gain performance over the same, with the 
corresponding cost function as in Equation (1). The 
overall fitness function is given by Equation: 
 

    

𝑂𝑏1(𝑓) = �−𝑆11

 

𝑓𝑜𝑟

 

𝑆11 ≥ −10𝑑𝑏
0 𝑓𝑜𝑟  𝑆11 < −10𝑑𝑏 �     (2)

 

 

                              𝐹𝑡2 =  1
𝑁
∑ 𝑂𝑏2𝑓2
𝑓1                                                                 (3)

 

𝑂𝑏2(𝑓) =  �
0

 

𝑓𝑜𝑟 0.5 ≤ 𝐺𝑎𝑖𝑛(𝑑𝐵) ≤ 5
𝑛𝑜𝑟𝑚(𝐺𝑎𝑖𝑛(𝑑𝐵)

 

𝑒𝑙𝑠𝑒𝑤𝑒𝑟𝑒�                                                        (4)

 

the

 

input reflection coefficient in dB,

 

f1, and f2 are 
frequencies included in the range of BW, defining the 
operating band. N is the number of frequency samples 
taken between

 

f1 and f2.

 

MOGA consists of n-size parameters in the 
antenna to be optimized; that is, each chromosome 
consists of n-size parameters in the antenna to be 
optimized; for each individual in the new generation 
represents a space of design parameters.

 

After determining the suitable antenna 
configuration, it is time to obtain the optimized design 
parameters as length (L) and width (W) ground (G). This 
part aims to enhance the fitness of reflection coefficient 
S11

 

within the BW [10]. Hence, advanced multi-
objective optimization methods such as NSGA2 are 
required for multi-objective specifications and the 
diversity of solutions. When MOGA reaches the set 
number of iterations, the procedure ends, and the 
obtained Pareto Front is shown [5-4].

 
 

The theoretical values of W and L are given by:

 

𝑊 =  
𝑐

2𝑓𝑟
�

2
𝜖𝑟 + 1

 

𝐿 =  
𝑐

𝑓𝑟  

 

�𝜖𝑟,𝑒𝑓𝑓
− 2∆𝐿

 

When 𝑓𝑟  

 

notes operating frequency and 𝜖𝑟

 

represented the dielectric constant, The efficient patch 
length is different and its length is increased through

 

ΔL.

 

In general, the multi-objective and multi-parameter 
antenna designs can be mathematically

 

described as: 
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The second objective and fitness function given by

𝐹𝑡1 = 1
𝑁
∑ 𝑂𝑏1(𝑓)𝑓1
𝑓2

N is the total number of sampling frequencies

(1)



 
 

min 𝐹(𝑥)=[𝑓1(𝑥), 𝑓2(𝑥)…, 𝑓𝑛(𝑥)] Ts.t. 𝑥∈𝑋      𝑋⊆𝑅𝑚  

When 
𝑓𝑗(𝑥), (𝑗=1, 2,…., 𝑛) 𝑓𝑗(𝑥),(𝑗=1,2,…,𝑛) are n objective functions to be optimized x present the parameters design x= 

{(Ws,Ls,Wp,Lp,Wk,,Lk,We,Le)}
 

and F(x) is a vector of m objective functions (gj(x))
 

min y = f(x) s . t. g(x) = (g1 (x), g2 (x), …, gm(x)) ≤ 0 where x = (x1, x2, …, xn ) ∈
 
x ,

 

x = {x| l ≤ x ≤ u} l = (l1, l2,…, ln ), u = (u1, u2, …, un ) (1) 
 

U(x) = G(x) = 1
 

𝑈(𝑥) = 
1
𝐹 ∫ 𝐺(𝑥, 𝑓)𝑑𝑓𝑓2

𝑓1           (5) 

and U stands for the scalar merit function that quantifies the designer’s view concerning the design quality 

Constraint: 

|S11(x, f)|≤−10 dB for f ∈ F 

UP(x) = U(x)+ β1c1(x)2           (6) 

were 

c1(x) = max (𝑆11(𝑥)+10
10

 

The functions c1(x) measure constraint violations, whereas β1 is the proportionality factor. 

where x is the decision vector, l and u are the lower and 
upper bounds of x, f(x) is the objective function [7], and 
g(x) are constraints. A solution x is feasible if it satisfies 
all constraints g(x) ≤ 0, otherwise, it is infeasible, and y 
is the predicted value using the algorithm MOGA [5]. 

After constructing the initial configuration of the 
patch antenna, the optimized values for design 
parameters must be achieved. The brief definitions for 
this algorithm are as follows the steps: 
1. Predefine the design space; 
2. Determine the number of neurons in each layer of 

RNN and the antenna geometry vector x; 
3. Sample design space using HFSS and acquire the 

response set y construct the targets; 
4. Adjust the RNN_genetic algorithm mapping S11 

and Gain by the first iteration I1 of optimization; 
5. Construct an l1-MOGA surrogate model Rs(x); 
6. Optimize the population by MOGA with an NSGA2 

surrogate model; 
The relative error is defined as ||R(x)-

Rs(x)||/||R(x)||, where Rs stands for the surrogate.  

 
 

 
The fitness value of each chromosome 

represents the accuracy of the network. to evaluate the 

antenna performance. After confirming the initial 
antenna shape, optimal design parameters must be 
determined. All the optimization process is performed 
automatically in the created platform constructed 
antenna surrogate model, which is a black box for 
mapping the relationship between the antenna structure 
parameters and performance indexes (reflection 
coefficient S11, gain resonant frequency) [5-8]. 

In another way, the PSO technique was applied 
to this problem due to its robust convergence for 
optimizing the weights [4]. It enhanced the model PSO-
FNN for predicting the desirable reflection coefficient 
S11 in BW concerning the range frequency. 

Problems that are multimodal, non-
differentiable, and discontinuous. HFSS in conjunction 
with PSO-FNN is used to find the optimal values and 
targets for all the parameters specified. 

a) Recurrent Neural Networks 
Recurrent Neural Network (RNN) is a type 

of neural network where the output from the previous 
step is fed as input to the current step. In traditional 
neural networks, all the inputs and outputs are 
independent of each other, when it is required to 
predict the next word of a sentence, the previous 
words are required and hence there is a need to 
remember the words. Thus, RNN came into existence, 
solving this issue with the help of a hidden layer. 
Recurrent Neural Networks (RNNs) have become a 
popular technique for language modelling tasks such 
as speech recognition, machine translation, and text 
generation [11]. 
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The computational model R is simulated in 
HFSS and corresponds to the experiment parameters 
design of the patch antenna [8].

Enhanced genetic algorithm (RNN-GA), this 
redundant information is fed back into the GA’s 
objective function via the recurrent neural network. The 
neural network learns the optimal weights of the 
objective function by identifying trends and optimizing 
weights.



 
 

 

 
b) Artificial Neural Network based on PSO And Genetic 

Algorithm Used In Optimization Performance And 
Design Parameters Of Patch Antenna: 

The MOGA-HFSS process of the objective 
function converge results showed that the average 
fitness approaches the global best value, which is 
typically a good indication that the optimization run has 
converged, and no significant improvements are to be 
expected [6]. This can also indicate that the design 
tolerates our main objective, which is to obtain good 
impedance-matching _10dB over two specified 
frequency bands. the fitness of the design parameter set 
does not satisfy the constraint equations. 
 The boundaries and the constraints define the 
solution space and feasible space and thus account for 
all the geometrical aspects of the optimization. The aim 
is to find the optimal solution vector for decision 
variables. This solution vector must satisfy specific 
constraints. and non-dominated sorting genetic 
algorithm II (NGSA-II) to show the effectiveness of our 
improved MOGA [9].  

The space of variables 𝑥 is the randomly 
generated population. The population is mutated and 
crossover to get a new population in the MOGA 
algorithm. The best fitness value is compared with the 
desired value and the antenna parameter is updated for 
the next generation population. 

The algorithm is initialized by creating a 
population of N random neural networks. the fitness 
functions that force to have a reflection coefficient less 
than -10 dB give a better bandwidth than those 
considered the reflection coefficient at the expected 
resonant frequency or over a frequency band. When 
multiple objectives in addition to the broadband 
performance are considered, the cost function needs to 
be modified by considering all the objectives [6-8]. 

Optimal design parameters must be determined after 
configuring the initial configuration of the antenna using 
HFSS. All the optimization processes are performed 
automatically in the inputs created concerning the gain 
and reflection coefficient for the RNN-genetic model.   
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Figure 1: General View of the Architecture of RNN



 
 

 

Figure 2: Flowchart of the Improved MOGA/NSGA2 with A Dynamically Updatable using GA_RNN Surrogate-
Optimized Model 
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 c)
 

Optimization Performance Parameters Antenna 
Using Feed-Forward Neural Networks Based on PSO 
Algorithm

 Maintain the Patch reconfigurable antenna. 
The boundaries and the constraints define the solution 
space and feasible space and thus account for all the 
performance parameters of the optimization 
[8].acquiring high directivity to obtain the optimal 
solution established on the action of the swarm that 
adopts the fitness function.

 

We have used double PSO optimization. the 
first time is for creating the NN model with the least error 
and the second time, while optimizing the NN_model to 
get the best output parameters [10]. The FFNN-PSO 
model behaves as The S11 and Gain operated by 
HFSS. Since the antenna had to be optimized, we have 
taken this NN model and optimized parameters by 
feeding different objectives and targets.
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)…, 

Algorithm1 PSO_FFNN:

Input: Input The parameters of the Result patch antenna (S11, Gain, frequency): 

Outputs: Optimized value of (S11, Gain)

maximum iterations: Max, size of

swarm: begin and end, inertia weights: ωbegin and ωend,

acceleration constants: c1, c2 , maximum of velocity:

vmax

frequency variable f (‘2.4,2.8’) for each optimization set

Initialization of PSO algorithm:

Social and cognitive coefficients C1, C2;

Inertial weights W(i);

Update Velocity V(i);

Populations, Iterations;

1: Set iteration index k = 0. Initialize the velocities

and positions of n particles, ω ← ωbegin − k/Max ∗

(ωbegin − ωend).

2: For every particle in the swarm evaluate the fitness function

3: Obtain corresponding expectations of the parameter’s performance of

the patch antenna.

4: Update the personal best position of each particle, the global best

position of the swarm Gbest(i), the local best position, and corresponding values. and best fitness 

5: while k < Max do

6: For every Iteration do:

7: Obtain corresponding constraints of antenna parameters and update the objective function based on the result 
obtained using HFSS (S11, Gain).

8: if the Current position is the personal best position for this

particle then

9: Update its personal best position

10: Request result from HFSS (S11, Gain)
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11: evaluate the objective function:

Fit = −FG − min (FG − 20, Gmin) + max (|S11|, 10dB) 

Improve in-band matching within the

frequency range F 

Ensure that in-band matching does not

exceed −10 dB in F

|S11(x, f) |≤ −10 dB for f ∈ F;

12: Evaluate targets for neural networks, Fit = Targets;

Inputs = {S11, Gmin, F}, net = outputs;

PSOFFNN_run_model (net, inputs);

ALGORITHM2 GA_RNN/MOGA_NSGA2 :

X: {XTRAIN, YTRAIN,}

1. GENERATE INPUTS AND OUTPUTS OF RNN

INPUTS = SIZE {S11, GAIN)

OUTPUTS = SIZE {TARGET (1)}

TARGETS = {S11S, GAINS};

NET= RNNETWORKS (NET, INPUTS, TARGETS);

2. INITIALIZATION OF GA ALGORITHM PARAMETERS

POPULATION SIZE;

MUTATION RATE, CROSSOVER 

GENERATION

NUMBER OF VARIABLES   

3. INITIALIZE LEARNING PARAMETERS

MUTATION POWER, POPULATION SIZE, TRUNCATION SIZE;

4. EVALUATE POLICYINITFNCTION

5. TRAIN NETWORK FOR THE PARAMETERS (M, POP, TS, I, O, TARGETS)

EVALOPTI = GA_RNNMODEL (NET, O)

COMPARE OBJECTIVE FUNCTION (|S11(X, F) |≤ −10 DB, FOR F ∈ F) OF EVALOPTI

6. EVALUATE THE NEW DESIGN OF THE PATCH ANTENNA USING AN INVERSE PROCESS OF 
MULTIOBJECTIVE GENETIC ALGORITHM (NSGA2) BASED ON THE RESULT OBTAINED USING THE RNN-
GENETIC MODEL (S11, GMIN)

7. REQUEST THE RESULTS OF ANSYS HFSS

8. EVALUATE THE DECISION VARIABLES OF PARAMETERS BASED ON THE SPACE OF SOLUTIONS DESIGN 
PARAMETERS ∈∈∈ �      ⊆⊆⊆.....
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III. Simulation and Results 

This section of the paper illustrates that 0.01 
GHz increased the frequency of the optimized 
parameters design and simulation results. 

All other values were kept to their default value 
during the simulation. The figure.1 shows the general 

structure of the microstrip patch antenna. The proposed 
antenna is simulated using HFSS Ansys simulation 
software. 
 

 

Figure 3: The General Structure of the Microstrip Patch Antenna and Simulated Model using HFSS Software 

Consider the antenna structures paired in Fig. 1 along with their refection responses |S11|, obtained for 
different optimized parameter values. 

Figure 2 shows the predicted S11 by optimization. The predicted S11 well matches the simulated S11 in the 
results optimized through FFNN based on the PSO algorithm. 
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Figure 4: Reflection Responses of Predicted S11 Using PSO_FFNN and  Simulated Results in the Dual-Band 

Table 1 shows the detailed sizes of the patch antennas. within the range specified of frequency demonstrate 
the optimized parameters design, indicating that compared to predictive results of s11 and Gain. 

Parameters Design(mm) Boundaries 
Optimized 
Parameters 

Max 
|S11|(dB) 

Gain (dB) 
Frequency Range 

(MHz) 

"Substrate dimension" Ws: 
80 

[45, 89] 87 

 

-28.1798 
 

9.10295 [196.87, 197] 

"Substrate dimension Ls": 
80 

[45, 89] 87 -27.9522 9.09736 [197.75,197.12] 

"Dielectric Height" 
h: 1.6 

[1, 5.4] 1.3 -26.1151 
8.96144 

 
[198.12,197.87] 

"Antenna patch dimension" 
Wp: 35 

[19, 63] 38 -22.9891 
8.83201 

 
[198.5,200] 

" Antenna patch dimension 
": LP:29 

[16, 30] 29.4 -12.6065 
8.82812 

 
[201.5,210.33] 

"Transmission line x" We: 
2.98 

[1.6, 5.3] 3.8 
-9.25723 

 

8.9755 

 
[223.5,223.62] 

"Inset dimension x": Wk: 1.4 [1, 6.45] 1.52 -6.7947 7.90189 [223.87,224] 

" Inset dimension y" 
L k :7.16 

[7,7.18] 6.7 -0.111962 6.76174 [224.12,224.25] 

 
Changes in the location of the finder solution for particle swarm performance in the later stage of evolution, 

such as concurrent accuracy for two variables S11 and Gain examine probability for 4 generations. 
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Consider the antenna structures appaired in Fig. 3 along with their refection responses S11, obtained for 
different values of parameter optimized and experimented. 
 

 
Figure 6:  Reflection Responses of Optimized and Experimental Parameters in the Dual-Band Arranged the BW 

Multi_objective genetic algorithm optimization is used in conjunction with the surrogate model and 
prediction of performance parameters of the antenna (S11, Gain, BW). The RA is capable of simultaneously steering 
its beam in different directions. 

The radiation pattern for both parameters simulated and optimized for the patch antenna at two different 
frequencies has been achieved accordingly. 
 

 
 

Figure 7: The Radiation Pattern for both Simulated and Optimized Parameters Designed for the Patch Antenna 
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Figure 5: The Finder Solution for Particle Swarm Performance and Location in the Later Stage of Evolution, 
for two Variables S11 and Gain



 
 

The optimization process is stopped meaning that the desired antenna goals are obtained. At this time, the 
non-dominated solution set appeared. All solutions in the non-dominated solution set constitute the Pareto front 
(PF). 

Initial Pareto set identified using MOGA executed NSGA2; evaluated the reflection coefficient S11 and Gain 
from the initial Pareto set, in next step obtained Pareto front in two-objective optimization using high-fidelity-based 
optimization, shown in Figure 9. 

 
 

Figure 8: The Selected Pareto Optimal Designs' Reflection Coefficient and Realized Gain Characteristics 

Initial Pareto set identified using MOGA executed with NSGA2 for 2 objective functions concerning the 
performance parameters on the space of design optimized  

 

Figure 9: Example of Pareto Front in two-Objective Optimization for S11 

Whereas Figure 10 provides a fitness function according to the generation of GA and illustrates a 
comparison of the simulated and measured reflection coefficient and realized gain characteristics. 
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Figure 10: The Evolution of Fitness Functions for the GA Algorithm Accurately with Upgrade the Generation, Such as 
Concurrent accuracy for two Variables S11 and Gain, Examines Probability for 4 Generations 

IV. Conclusion 

The proposed method is then employed to 
optimize the antenna parameters and predict the 
reflection coefficient S11 and gain. At the same time, an 
additional branch is built to run the simulation tools 
(e.g., HFSS) and update the data set during the training 
process instead of constructing the targets for the 
RNN_GA model. 

The results demonstrate that reconfigurable 
antennas can be designed using an efficient 
optimization method. We therefore need to combine the 
objective function with a suitable search procedure. 

The main objective of this research is to explore 
the effectiveness of Artificial Neural Networks (ANN) 
Based on PSO and GA algorithms in designing and 
optimizing parameters of the reconfigurable patch 
antenna and identifying optimal antenna parameters 
such as S11 and Gain. The study aims to create a fully 
automated environment for antenna design to minimize 
the risk of errors and improve the overall efficiency of 
frequency reconfiguration. 

The study aims to demonstrate that the NN-
based evaluation algorithms approach can successfully 
optimize the antenna design process and produce 
antennas with improved performance.  

In our method, two specifications gain and S11 
are optimized, and broadside direction with radiation 
efficiency and optimization of reconfigurable polarization 
antenna design will be considered as the future work. 
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Vehicle Routing Optimization with ANT Colony 
Optimization Algorithm Integrated with Map 

Analyzer API 
 Mashrure Tanzim 

Abstract- Ant colony optimization (ACO) algorithm can be 
used to solve combinatorial optimization problems such as the 
traveling salesman problem. In this work, an endeavor has 
been taken in finding the proper algorithm which could be 
used for routing problems in different real-life situations. 
Taking into due cognizance of the limitations of the existing 
routing system, the outcome of this work will facilitate a more 
convenient way of finding destinations for the users in term of 
accuracy and time over the existing routing systems. The cost 
of the program will also be lesser than contemporary systems. 
To accomplish this, a system has been built that can take a 
map image with source and destinations denoted; and find an 
optimal path for them. The work has been concluded with 
suggestions to future researchers who might look to build a 
system that can solve any type of routing problems using TSP. 
Keywords: swarm intelligence, vehicle routing, ant colony 
optimization. 

I. Introduction 

ehicle routing problems are one of the most basic 
problems for any traffic control system or delivery 
system; especially in an overpopulated and traffic 

congested country like Bangladesh, where traffic jam is 
a common phenomenon. Bangladesh has a massive 
population compared to other nations of similar size. 
Moreover, those populations are not evenly distributed 
in all parts of the territory. As a developing nation, it is 
only natural that most people gravitate towards the 
cities, be it for economic or social reasons. This also 
creates a demand for mass transportation, since a 
modern city can’t function without it. Unfortunately in the 
case of Bangladesh, this was done haphazardly and 
without proper planning. This resulted in huge numbers 
of private transports and a distinct lack of mass public 
transit infrastructure. Thus, an application that can help 
regular people plan their routes more efficiently can 
mitigate the effect of traffic jam in Bangladeshi cities. 
Such an application has to be easy to use since it is 
meant to be used by the general populace, many of 
whom lack technical literacy.  
 

                           

It also presents a good opportunity for the 
stakeholders since there is no other alternative solution 
currently popular in the local

 

market.

 

The use of the 

application can cut down both time and fuel cost for the 
users. It is therefore, easy to believe that people will be 
willing to pay a small fee to access such a service. The 
users of such an application are most likely to be 
ordinary drivers and travelling salesmen or delivery 
boys. Such users tend to be in a hurry when plying their 
services. They don’t tend to plan their routes in any way. 
They simply take a look at their map, choose the closest 
destination at hand and repeat the process till they 
complete their shift. Thus the application needs to be 
both efficient and simple to use. For that reason, Ant 
Colony Optimization algorithm has been chosen. As a 
regular user is unlikely to use more than 15-20 
destinations per work shift, it can solve such small sets 
quickly compared to most other algorithms we tested. 
Thus, the algorithm should be a great fit for the purpose 
of this work. This service has been built in the context of 
Bangladesh, but can be used anywhere with similar 
problems. Traffic congestion is not only an annoyance. It 
has economic consequences. Due to sitting in traffic 
jam, the fuel cost of trips increase. It also wastes a lot of 
time for every trip. The average commuter in Dhaka city 
spends about 55% of his time sitting in traffic [1]. This 
causes a massive loss in working hours. According to a 
survey in 2018, the traffic congestion in Dhaka is 
wasting around 3.2 million working hours daily [2]. 
According to a study conducted in 2016, the total 
congestion cost for the Dhaka city is 12561.296 million 
USD. Considering the country’s total population, per 
capita congestion cost is 78.50 USD and if we consider 
only Dhaka city’s population, the per capita congestion 
cost stands 785.00 USD [3]. Previous work in this sector 
includes various applications in telecommunication 
network such as circuit and packet switch networks, 
mobile networks, industrial scheduling problems and 
assembly line balancing problems. The proposed work 
aims to fill the gap that exists here regarding vehicle 
routing problems in general. Preliminary testing shows 
that the algorithm can achieve up to 24% efficiency in 
distance cost. This work provides a framework on how 
such a service can be provided and some data on how 
it will help both the users and stakeholders 
economically. Future researchers can use this work as a 
template on building the proper digital infrastructure 
needed to alleviate the congestion from roads, not only 
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in Dhaka but any location that suffers from similar 
problems. 

II. Constructing the Application 

      The algorithm needed an interface to be able to 
solve real life tsp problems. We built a web application 
by php language for that purpose. The application uses 
laravel framework. It receives data from an API 
simulated via another php library [4]. Both applications 
have to be run simultaneously for the simulation to work. 
We built up the input to be used for the API application. 
We first took a map of Dhaka city. The API recognizes 
nodes to be of a different colour from the map 
background. Thus, we picked a black and white map. 
We use the colour blue as the node colour. The specific 
RGB code for the colour is (0,163,232). This is important 
because the API has an option for specifying the colour 
of the nodes. If the colour does not match up, the data 
does not get properly rendered. A user can change the 

colour code according to his need. Or they can simply 
pick the option that says: “The colors of nodes on a 
graph are different from background color”. This forces 
the API to analyze the image for background colour and 
any differences in the image. But this process is often 
not reliable and has been noted to fail during testing. 
User discretion is advised. The input image is then 
analyzed by the application. It can accept anywhere 
from 2 to 500 nodes. An average user is unlikely to need 
that many destination points. For that and also for the 
sake of simplicity, we chose 7 nodes over different parts 
of the map. The image would be used as a template by 
the algorithm to generate a second image. The newly 
generated image will have paths denoted between the 
nodes. The paths also have an approximate weight 
value calculated by the algorithm. The algorithm uses 
this new weighted graph format to calculate the most 
optimal path of travel for the user. 

 

 
Fig. 1: Nodes and Weight Value Calculation 

The starting node is denoted by zero. Each 
closest node is given a number of its own and denoted 
in numerical order. Each node represents a destination, 
with the node t-0 being an exception. It is considered to 
be the starting point of the journey. Subsequent nodes 
are denoted as t-1, t-2 etc. based on a rough estimation 
of the distance between them. As an example, a map 
with 7 nodes will have the following nodes: t-0, t-1, t-2, t-
3, t-4, t-5 and t-6. Once the nodes and weight paths are 
calculated, the algorithm uses the data to internally 
construct a data matrix. It uses this data to calculate the 
most optimal path to travel from node t-0 to all the other 
nodes and then come back to t-0. It presents us with the 
result which includes the total distance covered by the 
vehicle and also which path is optimal to be travelled. 
The path should always start and end with the node 0. 
The distance between the nodes is not calculated in any 
specific unit, but a numerical value. That is because the 
algorithm does not have a sense of scale and can’t find 
out the distance between two nodes by simply looking 
at the map. Attempts had been made to specify the 

distance between the first two nodes and use it as a 
scale for the rest, albeit unsuccessfully. This is one of 
the major limitations of the current work. However, it still 
informs a user which path is the most optimal. A user 
can compare the value of distance for multiple paths 
using the same map. It is not the smoothest way to 
compare routes, but it gets the job done. Another gap in 
the work is the inability of a user to update his path in 
the middle of a trip. In real life, the situation of the road 
changes with time. A road that was open moments ago 
can be clogged with traffic in minutes. This isn’t even 
taking into accounts events like accidents or temporary 
closure of a road. In that case, the weight value of a 
chosen path should also change. But the system lacks 
any automatic update service that can alter the value of 
the trip once it has begun. To achieve that we would 
require a service that provides GPS update to the users 
in real time. It would also have to be compatible with the 
web application. We were unable to find such a service. 
The best way a user can achieve that goal is to manually 
input an image of the map after reaching every 
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destination. This is cumbersome for an average user. It 
would also slow down the trip as the web application 
would have to calculate the optimal path every time a 
destination is reached. So this work does not include 
such a feature. It has been left for future researchers to 
fill that gap. They can work in conjunction with 
companies that provide Geolocation service to develop 
an application that can receive data in real time. Or if 
they are ambitious enough, they can even develop their 
own geolocation service that has such a feature. In any 
case, such an endeavor is beyond the scope of our 
work. Currently services like google map calculate 
routes by measuring the shortest distance between two 
nodes. Any further destinations are measured only after 
reaching the first destination. Then the shortest distance 

to the next destination is calculated and thus it goes on 
and on. This format of travelling is called greedy best 
first search. And it gives suboptimal results in almost 
every case, since the user is just travelling without any 
consideration to future travel. As an example, we can 
consider the bays29.tsp dataset in order to find the 
most optimal algorithm for our system [5]. If we simply 
calculate the closest distance from one node to the next, 
then we get a distance of 6173 just to travel from the 
starting node to the final destination. In order to get 
back to the source, that distance is doubled, so the total 
distance travelled is 12346. Even if we calculate the total 
distance randomly from another starting point, the best 
result we can get is 4955, which if doubled amounts to a 
distance of 9910.  

Table 1: Calculating Distance by Best First Search Method (Bays29.Tsp)) 

  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  

  
 

On the other hand,
 
the ACO implementation of 

the same dataset generates
 

a distance
 

between the
 

ranges
 
of

 
9390 to 9612. These values were found by 

using a java program that takes a fixed dataset and 
calculates the shortest path. The program is fairly basic 
and has no option to process image files. It had been 

slightly modified to give time and memory cost as parts 
of the result. The original code can be found in the 
following link: https://github.com/LazoCoder/Ant-Col-
ony-Optimization-for-the-Traveling-Salesman-Problem 
[6]. 
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Distance Distance
167 0
79 107
77 241

205 190
97 124

185 80
435 316
243 76
111 152
163 157
322 283
238 133
206 113
288 297
243 228
275 129
319 348
253 276
281 188
135 150
108 65
332 341
342 184
218 67
350 221
39 169

263 108
199 45

0 167
Total: 6173 Total: 4955



 
Fig. 2: ACO Run on Bays29.tsp (instance 1) 

 
Fig. 3: ACO Run on Bays29.tsp (instance 2) 

  

 

 

the cost of travel for not using an algorithm be A. Let the 
cost of travel for using ACO be B. Let P be the 
percentage of reduced cost. Let C be the cost of fuel 
per unit. Let S be the saved cost in BDT. Thus the final 
formula for cost efficiency stands at:  

 

III. Integration With the Web 
Application 

The web application would serve as a user 
friendly interface for our system. Since our focus was on 
proving the usefulness of the system, the front end of 
the web application was designed to be fairly basic. A 
simple login and registration system at the top are the 
only usable part of the page. A user has to register 
himself with his name, email and password to access 
the system.  

 

Fig.  4: Landing Page of the Web App
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((C/100)) x ((100 x B) / A)

If we take 12346 as the highest range for greedy 
search, 9390 is 76.05% of that value. If we take 9910 as 
the lowest range for greedy search, 9612 is 96.99% of 
that value. This gives us an efficiency rating anywhere 
between 3% and 24%, depending on the situation. We 
are using a range instead of a flat number because 
there is a factor of randomness in ACO iterations. It may 
not always give the best results. But the risk is 
acceptable considering the benefits. So we can clearly 
see that even the worst result from ACO is better than 
the best result obtained by simply travelling blindly 
through the nodes. And it is obtained in a very small 
amount of time, 3-6 seconds. The memory consumption 
is also low, around 55-56 mbs. Thus, we can achieve an 
efficiency of 3-24%, just by spending a little bit of time 
and memory space. A 24% efficiency rating is unlikely to 
be replicated in real life due to issues like human error 
and fuel inefficiency inherent to every vehicle. So we 
considered 15% as a realistic estimate for calculating 
fuel cost efficiency in previous sections of the paper. Let 



The dashboard page was designed to have 
only 2 menus; the dashboard itself and the map api. A 
user could also check his profile by clicking on the 
ribbon on the top right corner of the screen. He could 
edit his profile, change his password, log out or even 
delete his account from there. The map option was 
designed to take a user to a page with an input form. 

The input could accept image files and send it to the api 
part of the system. Once an image file was selected, a 
user would press the upload button. The interface would 
then send that image file to the API and also keep a 
copy of the file in its own storage. After the file is saved 
on the map api, the interface would automatically 
redirect itself to the path finding system. 

 

Fig. 5:
 
Map API

 

Once on the system, a user can check his 
previously uploaded maps on a list. The maps can be 
deleted if deemed unnecessary. New image files can 
also be directly uploaded by an input system on the 

right side of the page. The users can go back to the 
interface by clicking on the option “Go back to Main 
Page”. It would take them back to the dashboard page. 
 

Fig. 6:
 
Building an Optimal Path

 

 

 

Fig. 7:
 

Result of Path Calculation
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The users can select a map from the stored files 
and specify how nodes would be detected on the 
image. If a user selects the option to specify the colour 
of the nodes, three additional input boxes would appear. 
They would take the RGB value of the colour the nodes 

are expected to represent. Once that is specified, 
clicking on the button “Build a path” would activate the 
algorithm and generate an optimal route through the 
nodes.
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Once the nodes and weight paths are 
calculated, the algorithm uses the data to internally 
construct a data matrix. It uses this data to calculate the 
most optimal path to travel from node t-0 to all the other 
nodes and then come back to t-0. It presents us with the 
result which includes the total distance covered by the 
vehicle and also which path is optimal to be travelled. 
The path should always start and end with the node 0.
The distance between the nodes is not calculated in any 
specific unit, but a numerical value. That is because the 
algorithm does not have a sense of scale and can’t find 
out the distance between two nodes by simply looking 
at the map. Attempts had been made to specify the 
distance between the first two nodes and use it as a 
scale for the rest, albeit unsuccessfully. This is one of 
the major limitations of the current work. However, it still 
informs a user which path is the most optimal. A user 
can compare the value of distance for multiple paths 
using the same map. It is not the smoothest way to 
compare routes, but it gets the job done. It has been left 
for future researchers to fill that gap. The interface was 
published in a public site. It was able to function with 
data inputs in real time. The codes for all the algorithms 
used for our testing was also published accordingly.
Web application interface code:
https://github.com/navintanzim/acov1
Map API code:
https://github.com/navintanzim/aco-php
A demonstration video showing the whole process step 
by step is located at:
https://github.com/navintanzim/acov2/blob/main/demo
%20video.wmv

IV. Discussion and Analysis of Result

We calculated multiple distances of optimal 
paths by using ACO. We also calculated multiple 
distances without using any algorithm. We found that 
the highest distance measured for solving the 
bays29.tsp dataset without using any algorithm is 
12346. And the lowest cost for the same dataset using 
ACO is 9390. Thus, the percentage of distance reduced 
becomes: 

Percentage = (100/12346) x 9390 = 76.0570225174 %

We then used the lowest distance value 
calculated with the algorithm and compared it to the 
highest distance value calculated without any algorithm. 
Using the same formula to calculate the percentage of 
reduced path, we got:

Percentage = (100/9910) x 9612 = 96.9929364279 %

So, the best efficiency rating we could calculate was: 
(100 - 76.0570225174) = 23.9429774826%. 

And the worst we could find was:
(100 - 96.9929364279) = 3.0070635721%.

Since these are fringe values, we consider a 
middling 15% as a more realistic efficiency rating.

Calculation Time (in microseconds) - 0.0024600029

The total time taken to calculate the shortest 
distance and generate a map for it was found to be 
anywhere from 4 to 7 seconds. From previous testing, 
we knew that the efficiency rating of using ACO was 15 
on average. Using the formula for cost efficiency 
equation mentioned in chapter 2, we calculated the cost 
efficiency of fuel usage per litre of ocane. We used BDT 
125 as the price point for a litre of octane according to 
the latest govt. mandated price [7]. The cost efficiency 
became:
Cost efficiency = (cost per unit of fuel/100) X efficiency 

rating = (125/100) x 15 = 18.75 taka/litre

We could safely assume that the measurements 
taken were mostly correct. While not perfect, the ACO 
algorithm has been considered to be fairly accurate. It 
aids in extracting logical information from credit data 
with over 80% accuracy [8]. We also searched for how 
much fuel an average travelling salesman might use per 
day. Unfortunately, we found no available statistics on 
that. The best information found by visiting online 
forums was that a sedan running on natural gas might 
spend 1000 taka per day. But this is not sufficient to 
calculate a profit margin, simply because octane and 
natural gas have different mileage and there are all 
kinds of vehicles on the streets. A motorbike won’t have 
the same fuel cost as a sedan. Without proper survey, it 
is not possible to calculate this. We leave it for future 
researchers to do so if they wish.

V. Conclusion

Traveling salesman problem is one of the most 
important problems faced by vehicle routing 
procedures. Choosing the appropriate algorithm for a 
situation is necessary. In real life, the condition on the 
road can change at any moment due to unforeseen 
circumstances. In that case, the proper algorithm must 
be implemented to find the quickest route efficiently. 
This paper is a step forward in the effort to find the most 
practical solution to resolve the issue of traffic 
congestion. It demonstrated a practical implementation 
of ACO to find the most optimal path for a travelling 
salesman. It can function as a blueprint for future 
services that can automatically update the routes based 

The java implementation of ACO was unsuitable 
for integration into a web framework. So a new 
implementation by php was built. This system consisting 
of a user interface and an API uses an image input to 
find the optimal path. It gives an optimal path in only a 
few microseconds. Such as: 
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on traffic congestion data received from satellites. 
However the work has certain limitations as well. The 
programs used in this work can handle only certain 
types of datasets. It can’t use all forms of data as input. 
For that reason, the pool of available datasets was very 
limited and this research was forced to test the 
programs on only 2 different datasets. It also lacked the 
ability to update the routes based on traffic congestion 
automatically. The update had to be done manually by a 
user. Future researchers can work on these aspects to 
further improve the usefulness of the system.
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more likely to be accepted if they are carefully designed and laid out, contain few or no errors, are summarizing, and follow 
instructions. They will also be published with much fewer delays than those that require much technical and editorial 
correction.

The Editorial Board reserves the right to make literary corrections and suggestions to improve brevity.
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Format Structure

It is necessary that authors take care in submitting a manuscript that is written in simple language and adheres to 
published guidelines.

All manuscripts submitted to Global Journals should include:

Title

The title page must carry an informative title that reflects the content, a running title (less than 45 characters together with 
spaces), names of the authors and co-authors, and the place(s) where the work was carried out.

Author details

The full postal address of any related author(s) must be specified.

Abstract

The abstract is the foundation of the research paper. It should be clear and concise and must contain the objective of the 
paper and inferences drawn. It is advised to not include big mathematical equations or complicated jargon.

Many researchers searching for information online will use search engines such as Google, Yahoo or others. By optimizing 
your paper for search engines, you will amplify the chance of someone finding it. In turn, this will make it more likely to be 
viewed and cited in further works. Global Journals has compiled these guidelines to facilitate you to maximize the web-
friendliness of the most public part of your paper.

Keywords

A major lynchpin of research work for the writing of research papers is the keyword search, which one will employ to find 
both library and internet resources. Up to eleven keywords or very brief phrases have to be given to help data retrieval, 
mining, and indexing.

One must be persistent and creative in using keywords. An effective keyword search requires a strategy: planning of a list 
of possible keywords and phrases to try.

Choice of the main keywords is the first tool of writing a research paper. Research paper writing is an art. Keyword search 
should be as strategic as possible.

One should start brainstorming lists of potential keywords before even beginning searching. Think about the most 
important concepts related to research work. Ask, “What words would a source have to include to be truly valuable in a 
research paper?” Then consider synonyms for the important words.

It may take the discovery of only one important paper to steer in the right keyword direction because, in most databases, 
the keywords under which a research paper is abstracted are listed with the paper.

Numerical Methods

Numerical methods used should be transparent and, where appropriate, supported by references.

Abbreviations

Authors must list all the abbreviations used in the paper at the end of the paper or in a separate table before using them.

Formulas and equations

Authors are advised to submit any mathematical equation using either MathJax, KaTeX, or LaTeX, or in a very high-quality 
image.

Tables, Figures, and Figure Legends

Tables: Tables should be cautiously designed, uncrowned, and include only essential data. Each must have an Arabic 
number, e.g., Table 4, a self-explanatory caption, and be on a separate sheet. Authors must submit tables in an editable 
format and not as images. References to these tables (if any) must be mentioned accurately.
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Techniques for writing a good quality computer science research paper:

1. Choosing the topic: In most cases, the topic is selected by the interests of the author, but it can also be suggested by the 
guides. You can have several topics, and then judge which you are most comfortable with. This may be done by asking 
several questions of yourself, like "Will I be able to carry out a search in this area? Will I find all necessary resources to 
accomplish the search? Will I be able to find all information in this field area?" If the answer to this type of question is 
"yes," then you ought to choose that topic. In most cases, you may have to conduct surveys and visit several places. Also, 
you might have to do a lot of work to find all the rises and falls of the various data on that subject. Sometimes, detailed 
information plays a vital role, instead of short information. Evaluators are human: The first thing to remember is that 
evaluators are also human beings. They are not only meant for rejecting a paper. They are here to evaluate your paper. So 
present your best aspect.

2. Think like evaluators: If you are in confusion or getting demotivated because your paper may not be accepted by the 
evaluators, then think, and try to evaluate your paper like an evaluator. Try to understand what an evaluator wants in your 
research paper, and you will automatically have your answer. Make blueprints of paper: The outline is the plan or 
framework that will help you to arrange your thoughts. It will make your paper logical. But remember that all points of your 
outline must be related to the topic you have chosen.

3. Ask your guides: If you are having any difficulty with your research, then do not hesitate to share your difficulty with 
your guide (if you have one). They will surely help you out and resolve your doubts. If you can't clarify what exactly you 
require for your work, then ask your supervisor to help you with an alternative. He or she might also provide you with a list 
of essential readings.

4. Use of computer is recommended: As you are doing research in the field of computer science then this point is quite 
obvious. Use right software: Always use good quality software packages. If you are not capable of judging good software, 
then you can lose the quality of your paper unknowingly. There are various programs available to help you which you can 
get through the internet.

5. Use the internet for help: An excellent start for your paper is using Google. It is a wondrous search engine, where you 
can have your doubts resolved. You may also read some answers for the frequent question of how to write your research 
paper or find a model research paper. You can download books from the internet. If you have all the required books, place 
importance on reading, selecting, and analyzing the specified information. Then sketch out your research paper. Use big 
pictures: You may use encyclopedias like Wikipedia to get pictures with the best resolution. At Global Journals, you should 

Figures

Figures are supposed to be submitted as separate files. Always include a citation in the text for each figure using Arabic 
numbers, e.g., Fig. 4. Artwork must be submitted online in vector electronic form or by emailing it.

Preparation of Eletronic Figures for Publication

Although low-quality images are sufficient for review purposes, print publication requires high-quality images to prevent 
the final product being blurred or fuzzy. Submit (possibly by e-mail) EPS (line art) or TIFF (halftone/ photographs) files only. 
MS PowerPoint and Word Graphics are unsuitable for printed pictures. Avoid using pixel-oriented software. Scans (TIFF 
only) should have a resolution of  at  least 350  dpi  (halftone)  or 700  to 1100 dpi              (line  drawings).  Please  give  the  data 
for figures in black and white or submit a Color Work Agreement form. EPS files must be saved with fonts embedded (and 
with a TIFF preview, if possible).

For scanned images, the scanning resolution at final image size ought to be as follows to ensure good reproduction: line 
art: >650 dpi; halftones (including gel photographs): >350 dpi; figures containing both halftone and line images: >650 dpi.

Color charges: Authors are advised to pay the full cost for the reproduction of their color artwork. Hence, please note that 
if there is color artwork in your manuscript when it is accepted for publication, we would require you to complete and 
return a Color Work Agreement form before your paper can be published. Also, you can email your editor to remove the 
color fee after acceptance of the paper.
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9. Produce good diagrams of your own: Always try to include good charts or diagrams in your paper to improve quality. 
Using several unnecessary diagrams will degrade the quality of your paper by creating a hodgepodge. So always try to 
include diagrams which were made by you to improve the readability of your paper. Use of direct quotes: When you do 
research relevant to literature, history, or current affairs, then use of quotes becomes essential, but if the study is relevant 
to science, use of quotes is not preferable.

10.Use proper verb tense: Use proper verb tenses in your paper. Use past tense to present those events that have 
happened. Use present tense to indicate events that are going on. Use future tense to indicate events that will happen in 
the future. Use of wrong tenses will confuse the evaluator. Avoid sentences that are incomplete.

11. Pick a good study spot: Always try to pick a spot for your research which is quiet. Not every spot is good for studying.

12. Know what you know: Always try to know what you know by making objectives, otherwise you will be confused and 
unable to achieve your target.

13. Use good grammar: Always use good grammar and words that will have a positive impact on the evaluator; use of 
good vocabulary does not mean using tough words which the evaluator has to find in a dictionary. Do not fragment 
sentences. Eliminate one-word sentences. Do not ever use a big word when a smaller one would suffice.

Verbs have to be in agreement with their subjects. In a research paper, do not start sentences with conjunctions or finish 
them with prepositions. When writing formally, it is advisable to never split an infinitive because someone will (wrongly) 
complain. Avoid clichés like a disease. Always shun irritating alliteration. Use language which is simple and straightforward. 
Put together a neat summary.

14. Arrangement of information: Each section of the main body should start with an opening sentence, and there should 
be a changeover at the end of the section. Give only valid and powerful arguments for your topic. You may also maintain 
your arguments with records.

15. Never start at the last minute: Always allow enough time for research work. Leaving everything to the last minute will 
degrade your paper and spoil your work.

16. Multitasking in research is not good: Doing several things at the same time is a bad habit in the case of research 
activity. Research is an area where everything has a particular time slot. Divide your research work into parts, and do a 
particular part in a particular time slot.

17. Never copy others' work: Never copy others' work and give it your name because if the evaluator has seen it anywhere, 
you will be in trouble. Take proper rest and food: No matter how many hours you spend on your research activity, if you 
are not taking care of your health, then all your efforts will have been in vain. For quality research, take proper rest and 
food.

18. Go to seminars: Attend seminars if the topic is relevant to your research area. Utilize all your resources.

7. Revise what you wrote: When you write anything, always read it, summarize it, and then finalize it.

8. Make every effort: Make every effort to mention what you are going to write in your paper. That means always have a 
good start. Try to mention everything in the introduction—what is the need for a particular research paper. Polish your 
work with good writing skills and always give an evaluator what he wants. Make backups: When you are going to do any 
important thing like making a research paper, you should always have backup copies of it either on your computer or on 
paper. This protects you from losing any portion of your important data.
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19. Refresh your mind after intervals: Try to give your mind a rest by listening to soft music or sleeping in intervals. This 
will also improve your memory. Acquire colleagues: Always try to acquire colleagues. No matter how sharp you are, if you 
acquire colleagues, they can give you ideas which will be helpful to your research.

6. Bookmarks are useful: When you read any book or magazine, you generally use bookmarks, right? It is a good habit 
which helps to not lose your continuity. You should always use bookmarks while searching on the internet also, which will 
make your search easier.



 

 
 

 

 

 

 

 

20. Think technically: Always think technically. If anything happens, search for its reasons, benefits, and demerits. Think 
and then print: When you go to print your paper, check that tables are not split, headings are not detached from their 
descriptions, and page sequence is maintained.

21. Adding unnecessary information: Do not add unnecessary information like "I have used MS Excel to draw graphs." 
Irrelevant and inappropriate material is superfluous. Foreign terminology and phrases are not apropos. One should never 
take a broad view. Analogy is like feathers on a snake. Use words properly, regardless of how others use them. Remove 
quotations. Puns are for kids, not grunt readers. Never oversimplify: When adding material to your research paper, never 
go for oversimplification; this will definitely irritate the evaluator. Be specific. Never use rhythmic redundancies. 
Contractions shouldn't be used in a research paper. Comparisons are as terrible as clichés. Give up ampersands, 
abbreviations, and so on. Remove commas that are not necessary. Parenthetical words should be between brackets or 
commas. Understatement is always the best way to put forward earth-shaking thoughts. Give a detailed literary review.

22. Report concluded results: Use concluded results. From raw data, filter the results, and then conclude your studies 
based on measurements and observations taken. An appropriate number of decimal places should be used. Parenthetical 
remarks are prohibited here. Proofread carefully at the final stage. At the end, give an outline to your arguments. Spot 
perspectives of further study of the subject. Justify your conclusion at the bottom sufficiently, which will probably include 
examples.

23. Upon conclusion: Once you have concluded your research, the next most important step is to present your findings. 
Presentation is extremely important as it is the definite medium though which your research is going to be in print for the 
rest of the crowd. Care should be taken to categorize your thoughts well and present them in a logical and neat manner. A 
good quality research paper format is essential because it serves to highlight your research paper and bring to light all 
necessary aspects of your research.

Informal Guidelines of Research Paper Writing

Key points to remember:

• Submit all work in its final form.
• Write your paper in the form which is presented in the guidelines using the template.
• Please note the criteria peer reviewers will use for grading the final paper.

Final points:
One purpose of organizing a research paper is to let people interpret your efforts selectively. The journal requires the 
following sections, submitted in the order listed, with each section starting on a new page:

The introduction: This will be compiled from reference matter and reflect the design processes or outline of basis that 
directed you to make a study. As you carry out the process of study, the method and process section will be constructed 
like that. The results segment will show related statistics in nearly sequential order and direct reviewers to similar 
intellectual paths throughout the data that you gathered to carry out your study.

The discussion section:

This will provide understanding of the data and projections as to the implications of the results. The use of good quality 
references throughout the paper will give the effort trustworthiness by representing an alertness to prior workings.

Writing a research paper is not an easy job, no matter how trouble-free the actual research or concept. Practice, excellent 
preparation, and controlled record-keeping are the only means to make straightforward progression.

General style:

Specific editorial column necessities for compliance of a manuscript will always take over from directions in these general 
guidelines.

To make a paper clear: Adhere to recommended page limits.
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Mistakes to avoid:

• Insertion of a title at the foot of a page with subsequent text on the next page.
• Separating a table, chart, or figure—confine each to a single page.
• Submitting a manuscript with pages out of sequence.
• In every section of your document, use standard writing style, including articles ("a" and "the").
• Keep paying attention to the topic of the paper.
• Use paragraphs to split each significant point (excluding the abstract).
• Align the primary line of each section.
• Present your points in sound order.
• Use present tense to report well-accepted matters.
• Use past tense to describe specific results.
• Do not use familiar wording; don't address the reviewer directly. Don't use slang or superlatives.
• Avoid use of extra pictures—include only those figures essential to presenting results.

Title page:

Choose a revealing title. It should be short and include the name(s) and address(es) of all authors. It should not have 
acronyms or abbreviations or exceed two printed lines.

Abstract: This summary should be two hundred words or less. It should clearly and briefly explain the key findings reported 
in the manuscript and must have precise statistics. It should not have acronyms or abbreviations. It should be logical in 
itself. Do not cite references at this point.

An abstract is a brief, distinct paragraph summary of finished work or work in development. In a minute or less, a reviewer 
can be taught the foundation behind the study, common approaches to the problem, relevant results, and significant 
conclusions or new questions.

Write your summary when your paper is completed because how can you write the summary of anything which is not yet 
written? Wealth of terminology is very essential in abstract. Use comprehensive sentences, and do not sacrifice readability 
for brevity; you can maintain it succinctly by phrasing sentences so that they provide more than a lone rationale. The 
author can at this moment go straight to shortening the outcome. Sum up the study with the subsequent elements in any 
summary. Try to limit the initial two items to no more than one line each.

Reason for writing the article—theory, overall issue, purpose.

• Fundamental goal.
• To-the-point depiction of the research.
• Consequences, including definite statistics—if the consequences are quantitative in nature, account for this; results of 

any numerical analysis should be reported. Significant conclusions or questions that emerge from the research.

Approach:

o Single section and succinct.
o An outline of the job done is always written in past tense.
o Concentrate on shortening results—limit background information to a verdict or two.
o Exact spelling, clarity of sentences and phrases, and appropriate reporting of quantities (proper units, important 

statistics) are just as significant in an abstract as they are anywhere else.

Introduction:

The introduction should "introduce" the manuscript. The reviewer should be presented with sufficient background 
information to be capable of comprehending and calculating the purpose of your study without having to refer to other 
works. The basis for the study should be offered. Give the most important references, but avoid making a comprehensive 
appraisal of the topic. Describe the problem visibly. If the problem is not acknowledged in a logical, reasonable way, the 
reviewer will give no attention to your results. Speak in common terms about techniques used to explain the problem, if 
needed, but do not present any particulars about the protocols here.
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The following approach can create a valuable beginning:

o Explain the value (significance) of the study.
o Defend the model—why did you employ this particular system or method? What is its compensation? Remark upon 

its appropriateness from an abstract point of view as well as pointing out sensible reasons for using it.
o Present a justification. State your particular theory(-ies) or aim(s), and describe the logic that led you to choose 

them.
o Briefly explain the study's tentative purpose and how it meets the declared objectives.

Approach:

Use past tense except for when referring to recognized facts. After all, the manuscript will be submitted after the entire job 
is done. Sort out your thoughts; manufacture one key point for every section. If you make the four points listed above, you 
will need at least four paragraphs. Present surrounding information only when it is necessary to support a situation. The 
reviewer does not desire to read everything you know about a topic. Shape the theory specifically—do not take a broad 
view.

As always, give awareness to spelling, simplicity, and correctness of sentences and phrases.

Procedures (methods and materials):

This part is supposed to be the easiest to carve if you have good skills. A soundly written procedures segment allows a 
capable scientist to replicate your results. Present precise information about your supplies. The suppliers and clarity of 
reagents can be helpful bits of information. Present methods in sequential order, but linked methodologies can be grouped 
as a segment. Be concise when relating the protocols. Attempt to give the least amount of information that would permit 
another capable scientist to replicate your outcome, but be cautious that vital information is integrated. The use of 
subheadings is suggested and ought to be synchronized with the results section.

When a technique is used that has been well-described in another section, mention the specific item describing the way, 
but draw the basic principle while stating the situation. The purpose is to show all particular resources and broad 
procedures so that another person may use some or all of the methods in one more study or referee the scientific value of 
your work. It is not to be a step-by-step report of the whole thing you did, nor is a methods section a set of orders.

Materials:

Materials may be reported in part of a section or else they may be recognized along with your measures.

Methods:

o Report the method and not the particulars of each process that engaged the same methodology.
o Describe the method entirely.
o To be succinct, present methods under headings dedicated to specific dealings or groups of measures.
o Simplify—detail how procedures were completed, not how they were performed on a particular day.
o If well-known procedures were used, account for the procedure by name, possibly with a reference, and that's all.

Approach:

It is embarrassing to use vigorous voice when documenting methods without using first person, which would focus the 
reviewer's interest on the researcher rather than the job. As a result, when writing up the methods, most authors use third 
person passive voice.

Use standard style in this and every other part of the paper—avoid familiar lists, and use full sentences.

What to keep away from:

o Resources and methods are not a set of information.
o Skip all descriptive information and surroundings—save it for the argument.
o Leave out information that is immaterial to a third party.
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Results:

The principle of a results segment is to present and demonstrate your conclusion. Create this part as entirely objective 
details of the outcome, and save all understanding for the discussion.

The page length of this segment is set by the sum and types of data to be reported. Use statistics and tables, if suitable, to 
present consequences most efficiently.

You must clearly differentiate material which would usually be incorporated in a study editorial from any unprocessed data 
or additional appendix matter that would not be available. In fact, such matters should not be submitted at all except if 
requested by the instructor.

Content:

o Sum up your conclusions in text and demonstrate them, if suitable, with figures and tables.
o In the manuscript, explain each of your consequences, and point the reader to remarks that are most appropriate.
o Present a background, such as by describing the question that was addressed by creation of an exacting study.
o Explain results of control experiments and give remarks that are not accessible in a prescribed figure or table, if 

appropriate.
o Examine your data, then prepare the analyzed (transformed) data in the form of a figure (graph), table, or 

manuscript.

What to stay away from:

o Do not discuss or infer your outcome, report surrounding information, or try to explain anything.
o Do not include raw data or intermediate calculations in a research manuscript.
o Do not present similar data more than once.
o A manuscript should complement any figures or tables, not duplicate information.
o Never confuse figures with tables—there is a difference. 

Approach:

As always, use past tense when you submit your results, and put the whole thing in a reasonable order.

Put figures and tables, appropriately numbered, in order at the end of the report.

If you desire, you may place your figures and tables properly within the text of your results section.

Figures and tables:

If you put figures and tables at the end of some details, make certain that they are visibly distinguished from any attached 
appendix materials, such as raw facts. Whatever the position, each table must be titled, numbered one after the other, and 
include a heading. All figures and tables must be divided from the text.

Discussion:

The discussion is expected to be the trickiest segment to write. A lot of papers submitted to the journal are discarded 
based on problems with the discussion. There is no rule for how long an argument should be.

Position your understanding of the outcome visibly to lead the reviewer through your conclusions, and then finish the 
paper with a summing up of the implications of the study. The purpose here is to offer an understanding of your results 
and support all of your conclusions, using facts from your research and generally accepted information, if suitable. The 
implication of results should be fully described.

Infer your data in the conversation in suitable depth. This means that when you clarify an observable fact, you must explain 
mechanisms that may account for the observation. If your results vary from your prospect, make clear why that may have 
happened. If your results agree, then explain the theory that the proof supported. It is never suitable to just state that the 
data approved the prospect, and let it drop at that. Make a decision as to whether each premise is supported or discarded 
or if you cannot make a conclusion with assurance. Do not just dismiss a study or part of a study as "uncertain."
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Research papers are not acknowledged if the work is imperfect. Draw what conclusions you can based upon the results 
that you have, and take care of the study as a finished work.

o You may propose future guidelines, such as how an experiment might be personalized to accomplish a new idea.
o Give details of all of your remarks as much as possible, focusing on mechanisms.
o Make a decision as to whether the tentative design sufficiently addressed the theory and whether or not it was 

correctly restricted. Try to present substitute explanations if they are sensible alternatives.
o One piece of research will not counter an overall question, so maintain the large picture in mind. Where do you go 

next? The best studies unlock new avenues of study. What questions remain?
o Recommendations for detailed papers will offer supplementary suggestions.

Approach:

When you refer to information, differentiate data generated by your own studies from other available information. Present 
work done by specific persons (including you) in past tense.

Describe generally acknowledged facts and main beliefs in present tense.

The Administration Rules

Administration Rules to Be Strictly Followed before Submitting Your Research Paper to Global Journals Inc.

Please read the following rules and regulations carefully before submitting your research paper to Global Journals Inc. to 
avoid rejection. 

Segment draft and final research paper: You have to strictly follow the template of a research paper, failing which your 
paper may get rejected. You are expected to write each part of the paper wholly on your own. The peer reviewers need to 
identify your own perspective of the concepts in your own terms. Please do not extract straight from any other source, and 
do not rephrase someone else's analysis. Do not allow anyone else to proofread your manuscript.

Written material: You may discuss this with your guides and key sources. Do not copy anyone else's paper, even if this is 
only imitation, otherwise it will be rejected on the grounds of plagiarism, which is illegal. Various methods to avoid 
plagiarism are strictly applied by us to every paper, and, if found guilty, you may be blacklisted, which could affect your 
career adversely. To guard yourself and others from possible illegal use, please do not permit anyone to use or even read 
your paper and file.
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Please note that following table is only a Grading of "Paper Compilation" and not on "Performed/Stated Research" whose grading 
solely depends on Individual Assigned Peer Reviewer and Editorial Board Member. These can be available only on request and after 
decision of Paper. This report will be the property of Global Journals Inc. (US).

Topics Grades

A-B C-D E-F

Abstract

Clear and concise with 
appropriate content, Correct 
format. 200 words or below 

Unclear summary and no 
specific data, Incorrect form

Above 200 words 

No specific data with ambiguous 
information

Above 250 words

Introduction

Containing all background 
details with clear goal and 
appropriate details, flow 
specification, no grammar 
and spelling mistake, well 
organized sentence and 
paragraph, reference cited

Unclear and confusing data, 
appropriate format, grammar 
and spelling errors with 
unorganized matter

Out of place depth and content, 
hazy format

Methods and 
Procedures

Clear and to the point with 
well arranged paragraph, 
precision and accuracy of 
facts and figures, well 
organized subheads

Difficult to comprehend with 
embarrassed text, too much 
explanation but completed 

Incorrect and unorganized 
structure with hazy meaning

Result

Well organized, Clear and 
specific, Correct units with 
precision, correct data, well 
structuring of paragraph, no 
grammar and spelling 
mistake

Complete and embarrassed 
text, difficult to comprehend

Irregular format with wrong facts 
and figures

Discussion

Well organized, meaningful 
specification, sound 
conclusion, logical and 
concise explanation, highly 
structured paragraph 
reference cited 

Wordy, unclear conclusion, 
spurious

Conclusion is not cited, 
unorganized, difficult to 
comprehend 

References
Complete and correct 
format, well organized

Beside the point, Incomplete Wrong format and structuring
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Adheres · 38
Agile · 40
Albeit · 11
Antecedents · 37, 38, 44, 47
Appraisals · 37
Argue · 42, 43
Astray · 2
Avenues · 21

D

Deemed · 19
Delves · 50
Drastically · 25

G

Granular · I
Grasp · 42, I

H

Halting · 11

I

Intricate · 16, 17, 21

M

Marts · 39, 40, 41

P

Pique · 40

Q

Qubits · 17, 19

R

 

 Reshape · 16
Rigorous · 50

S

Sigmoid · 2, 27, 30
Silos · 40, 41
Sparsity · 4
Sporadic · 11, 13
Stochastic · 25
Synergistic · 1, 21

V

Viable · 36, 37
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