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5

Abstract6

The kidney diseases are one of the main causes of death around the world. Automatic7

detection and classification of kidney related diseases are important for diagnosis of kidney8

irregularities. Hepatorenal Syndrome (HRS) is a lifethreatening medical condition when9

kidney fails due to liver failure. The treatment to such cases is liver transplant, or dialysis for10

temporary basis. This paper proposed to apply the Support Vector Machine (SVM)11

classification for diagnosis of HRS. The results were evaluated using realistic data from12

hospitals. RBF kernel function is used along with SVM. The results show a significant13

accuracy of 9514

15

Index terms— support vector machine, RBF kernel, cross validation, accuracy, ROC curve.16

1 I. Introduction17

epatorenal Syndrome (HRS) is a major complication of Cirrhosis, where approximately 8% patients with ascites18
are annually incident. HRS starts developing at the latest phase of disease. It is now medically proven that it19
is a very important determinant for showing survival rate. A majority of reviews on HRS reflect the problems20
in the investigation of this syndrome. On the contrary, HRS has no experimental model. Hence, many of its21
aspects are still poorly understood.22

A high degree of predictive accuracy is needed in the healthcare sector. The predictive accuracy of any23
data mining/Machine learning technique is based on the data, its quantity and quality. Techniques such as24
classification, clustering, time series, temporal analysis, association and correlation analysis are various data25
mining techniques taken into consideration. Classification techniques are used to analyze data and predict labels26
that describe important properties of data. Many classification techniques have been developed such as Naïve27
Bayes, k-NN, SVM, Decision Tree induction, Back propagation, and more. Here, we propose SVM technique to28
be used for diagnosis of HRS.29

2 II. Support Vector Machine30

SVM, abbreviated as Support Vector Machine, is a class of learning methods that can be used for the purpose of31
classification. Many classifiers have been proposed in the literature to study classification problems. In training32
SVMs, decision boundaries are directly determined from training data thus maximizing its generalization ability.33
Hence, ability of SVM to generalize is somehow different than those of other classifiers, usually in the case of34
small number of training data. In its simplest or linear form, SVM is defined as a hyperplane which separates35
a set of negative examples from set of positive examples by using the concept of maximize the class margin.36
The form in which data points are provided is {(y 1 ,x 1 ), (y 2 ,x 2 ),?,(y n ,x n )}, where x i is a vector of37
n-dimensions and y i can either be 1 or -1, which denotes the class to which point x i belongs. For training SVM,38
set of x i are pre-labeled with y i components which denotes the correct classification which is required by SVM39
to search for a separating hyperplane.40

For the case where data are linearly separable, two hyperplanes, w . x -b = -1 and w . x + b = 1 are generated41
which are parallel. Thus, no training sample lies in between and distance is maximized for the two planes. In42
the quadratic form, it can be formalized as: Min ½ ||w|| 2 Subject to y i (w . x i -b) ? 1, 1 ? i? l. This is a43
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6 V. CONCLUSION

convex problem. Its dual form is: min ½ ? T Q? ? e T ? subject to y T ? = 0 and ? ? 0, where Q is an l x l44
matrix with Q ij = y i y j x i . x j and e is the vector of all ones. Let ? be the solution to dual problem,then w45
= ? yi?i???? ?? ??=146

is a solution to the primal problem. Vectors x i ,which corresponds to ? i >0, lie on the margin. Such vectors47
are termed as support vectors (SV). Once the above equations are resolved, then new items can be classified with48
w .x where x is the new sample vector that is to be classified.49

For the case of non-linear separable data, Cortes and Vapnik ( [14]) proposed a modification to the QP50
formulation (namely soft margin) according to which, examples that fall on the wrong side of the decision51
boundary are allowed but with a penalty. Boser et al. ??[15]) also proposed an extension to the non-linear52
classifiers. A generalized form of the QP problem having soft margin along with nonlinear classifier is shown53
below:min ½ ||w|| 2 + Cá¶?” T e, subject to y i (w ??(x i ) ? b) ? 1 ? á¶?” i andá¶?” i ? 0, 1 ? i? l,54

whereá¶?” shows the training error and the parameter C is used to adjust the training error and the55
regularization term 1/2 ||w|| 2 . The function ? maps ? n to a higher dimensional space. In practice, kernel56
functions are used to perform the process of mapping. The kernel functions are represented in the form of dot57
product as below:K(xi, xj) = ?(xi) ??(xj).58

Some commonly used kernel functions include Linear:k(xi, xj) = xi ?xj Polynomial: k(x i , x j ) = (x i ?x j )59
d Radial Basis Function (RBF): k(x i , x j ) = exp(??||x i -x j || 2 ),?> 0 III. Proposed Methodology for60

Classification of HRS using SVM61
In this paper, we propose to use Support Vector Machines (SVMs) for the diagnosis of Hepatorenal Syndrome62

(HRS) based on clinical data. We have collected data for 100 patients from few hospitals. For each patient data,63
there are 14 features, including serum albumin, billirubine, creatinine, serum sodium, serum urea, urine output,64
urine microscopy, USG, ascites, cirrhosis, BP-systolic, diastolic, hemoglobin, urine protein. The data collected65
in medicine is generally collected because of patient care activity so as to benefit patients; hence data contained66
in medical databases is redundant, irrelevant, and inconsistent which can affect the results produced with the67
use of data mining techniques. Thus, data preprocessing and scaling are required so as to remove redundant as68
well as noisy data and to use normal forms of data. All of the data were transformed to real values with proper69
definition. For example, ”Normal” converted to 1 and ”Abnormal” to 0.70

3 C71

The results obtained provide good classification accuracy. Figure 1shows the architecture of our proposed work.72
Flowchart for proposed methodology can be described as the following phases: Phase I: a) HRS clinical data is73
collected and preprocessed.74

Preprocessing of proposed work includes:75
? Conversion of string data to numeric form: 1. Data value ”Normal” is converted to 1 and ”Abnormal” to76

0. 2. Data value ”Yes” is converted to 1 and ”No” to 0. The final model obtained is tested on new or unseen77
data. This is known as final model evaluation. The accuracy hence obtained is considered as the accuracy of the78
model generated and it shows how much accurate and efficient model has been generated.79

4 IV. Experimental Results and Performance Analysis80

We used Support Vector Machine as the classification technique using LIBSVM -Matlab interface for our81
experiment. LIBSVM is an SVM package provided by Matlab. The computations involved were implemented82
on intel core i5 processor. The kernel function used here is Radial Basis Function (RBF) kernel, also known as83
sigmoid kernel.84

Accuracy is evaluated using k-fold cross validation test. K-fold Cross-validation process includes dividing a85
dataset into k pieces, and on each piece, testing the performance of a predictor build from the remaining 90%86
of the data. In our work, k=5. The performance of the classification is evaluated for six parameters, namely,87
accuracy, sensitivity, specificity, precision, recall, f-measure. The definitions are as follows: Figure 2 shows cross-88
validation accuracy of 95%.This is a curve between logarithm of two important parameters, cost function C and89
rbf sigma, also known as gamma, represented by ?. The best value of both these factors gives the best cross90
validation accuracy of 95%. among all positivesamples and FPR, on the other hand, defines how many incorrect91
positive results occur among all negative samples. It is also known as graph between sensitivity and 1-specificity.92
Figure 3 shows ROC curve obtained for proposed work. The area under the ROC curve (AUC) obtained is 0.95.93
This value of AUC proves that the performance of classifier is good. ???????????????? = ????+???? ???? +94
???? + ???? + ????95
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6 V. Conclusion97

In this research work, we propose to use SVM as the classification technique to diagnose HRS in patients of98
Cirrhosis. The performance is analyzed by comparing the predicted results with the manual results received99
along with data sets from hospitals. Our approach provides 95% classification accuracy and precision is recorded100
as 100%. It helps physician to diagnose the disease with more precision and accuracy. Sensitivity and Specificity101
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are computed as 90% and 100% respectively. Recall and F-Measure are measured as 90% and 94.74% respectively.102
Thus, SVM is proven as a good classifier for the prediction of HRS.103

The proposed work can be further extended using feature selection or optimization techniques. Another104
extension can be application of SVM for diagnosis of similar diseases. 1

1

Figure 1: Figure 1
105
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2

Figure 3: Figure 2 :
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